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Unsupervised Representation 
Learning 

Learning reusable feature representations from large 
unlabeled datasets 

Challenge 

GAN is unstable to 
train 

Contribution 

Propose and evaluate a set of constraints on the architectural 
topology of Convolutional GANs that make them stable to train 
in most setting. 



LeakyReLU 

where 𝛼 is a fixed parameter in range 
1, +∞  



DCGAN generator used for LSUN scene modeling  



Experiment 

As a feature 
extractor  

CIFAR-10 
dataset 

• Trained on Imagenet-1k 
• Use the discriminator’s convolutional features from 

all layer with 4x4 max-pooling 
• Train a regularized linear L2-SVM classifier 



SVHN (StreetView House Numbers dataset) 



Visualizing the discriminator features 

Supervised training of CNNs on large datasets results in 
very powerful learned features. 

Unsupervised DCGAN can also learn a hierarchy of features 
that are interesting. 



Vector arithmetic on face 
samples 

Word Embedding 
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