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Introduction

Recent advances in deep learning and
text understanding facilitate the transition
of information retrieval systems from
keyword-based queries and “ten-blue”
links to more conversational experiences.
Widely viewed as a next generation IR
direction, Conversational IR is favored
with its ability to satisfy users’ complex
information needs with multi-round
Interactions, while also providing
convenient and precise information access
through conversational interfaces and
portable devices.

Table 1: A Conversational Search Example in TREC CAsT

Description:
The Bronze Age collapse and the transition into a dark age.

Turn Conversational Queries

Q1  Tell me about the Bronze Age collapse.
Q2  What is the evidence for it?
Q3  What are some of the possible causes?

Manual Query Rewrites

Q;  What is the evidence for the Bronze Age collapse?
Q; .. the possible causes of the Bronze Age collapse?




Background

Conversational query rewriting

IR-style query expansion/term reweighting (£ 21 Z XA N E G BHAIEEINN)

User: “What are its side effects?” “side effects” = “adverse reactions”, “risks.”

NLP-style coreference resolution (B RIiES IR XIS HITHLISIER)

« Q1. Tell bout aspirin. . .
. 82. V\?har::rz i?susigzpel;;gcts’? = What are aspirin’s side effects?

Neural-based query rewriting (E THZLMEHNETS)

» Advantages: Can handle coreference and ellipsis, as well as adjust word order and semantic nuances.
» Disadvantages: Typically requires a large amount of training data. Output may be unstable and can potentially
“hallucinate” information.

Conversational query rewriting is a challenging task: there is 30%+ NDCG drop from systems that use automatic
query rewriting/reformulation, compared with their counterparts using manual rewrites



Background

NDCG:

DCG: Discounted Cumulative Gain
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Method

The conversational query rewriting task is to rewrite a context dependent query Qk to a fully de-contextualized
query Q'k , with the help of previous queries Q<K :

Q,. = QueryRewriter(Q;Q«k),
We use GPT-2 to directly generate the query words in Q'k one by one as:
W; = f(w;i; Ok»> Q<k)-

where f is transformer decoder and the input is in the format of:

Qj o [SEP] o ... o [SEP] 0 Qg o [BOS] o [wy, ..., w;_,],

? Wi=1



Method

Rule-Based
We consider ad hoc search sessions as pseudo target query rewrites, $* ={Q;},...0;...,0%}, and convert them to

conversation-like sessions: S ={01,...0;...On} pairs can serve as weak supervision to approximate real
conversational queries S and manual query rewrites S* .

* Omission. A noun phrase is omitted if it occurs after a preposition and appears in previous queries

» Coreference. Otherwise, previously appeared singular and plural noun phrases are respectively
replaced with "it" (96%),"he" (2%), or "she" (2%), and "they" (75%) or "them" (25%)



Method

Self-Learn

The second approach uses self-supervised learning and trains a GPT-2 model, known as query simplifier, to
generate the conversation-like sessions § using $*. Differing from query rewriting that aims to “put contexts back”
to the query, the query simplifier learns to generate contextual queries containing few information presented in
previous queries of the same session.

The query simplifier uses a handful manual query rewrites, and learns to simplify the fully specified query to a
contextual query as:

Q) = QuerySimplifier(Q;;Q«k).



EXPERIMENT

Table 2: Overall Results on TREC CAsT 2019 Conversational
Search Task. * marks scores from [1]. All our runs use the

same ranking model. BLEU-2 are compared with Oracle
Queries. QA-ROUGE evaluates the answer quality.

Method BLEU-2 NDCG@3 QA-ROUGE
TREC CAsT Auto Runs

clacBase* - 0.360 -
pgbert* - 0.413 -
CFDA_CLIP_RUN7* - 0.436 -
CAsT Queries

Original 0.659 0.304 0.231
AllenNLP Coref w/o sw - 0.314 -
AllenNLP Coref w/ sw 0.750 0.437 0.278
Oracle 1.000 0.544 0.314
Zero-Shot Rewriter

GPT-2 Raw 0.112 0.124 0.196
MARCO Raw 0.380 0.172 0.183
Rule-Based 0.755 0.437 0.266
Few-Shot Rewriter

Rule-Based + CV w/o PLM 0.178 0.065 0.151
Self-Learn 0.750 0.435 0.263
cv 0.793 0.467 0.280
Rule-Based + CV 0.809 0.492 0.291
Self-Learn + CV 0.804 0.491 0.291

BLEU-2
NDCG@3
T

QA-ROUGE

TREC CAsT Auto Runs

Original

AllenNLP Coref w/o sw
AllenNLP Coref w/ sw
Oracle

GPT-2 Raw

MARCO Raw
Rule-Based
Rule-Based + CV w/o PLM
Self-Learn

Ccv

Rule-Based + CV
Self-Learn + CV

HEERNERSATESZ ENIESHEIVE
HERietr, RRIRRARSRT 3 FERNMEXRMRE

o)Z Ay ROUGE 7%, THhAE R ZE R
SHESBEM

o EE

TREC 2019 E ALt ERF BN R S 25

RAFRRENSIEER (RES)

F AllenNLP fi3t$578#&, A0 stopword

i stopword BYFLFS BRI AR
ATRENEEESRA (LR)
BEFEAWIIZ GPT-2, REUFE{EZER
¥ GPT-2 MS MARCO #1714

EAMN (BiR+R15) BIEENS
ERANMEE + CV #ufl, AERESRE
REEREETNINEERNESSR (PEANLTH)
57 A T HHRMAT X IEHOARY GPT-2 122
ERANMEENEGE + AT XRIERGAE
FREEESEIE + AT X UEHIE



EXPERIMENT

* QueFrac (Question Fraction) : #ta)F U&E[R1IE (20 what. how) FF3kEIELA;
» CopyFrac (Copy Fraction) : HZ/DHAEKMNIEEMNEI—REBH EHI" KM,

i I Omission Rule 0.91 —— Original 104 —&— BLEU-2 (CV) 1.0 et S, e
| M Coreference Rule 0.81 —— Rule-Based + CV | —&— BLEU-2 (Rule+CV) 0.9
0.g) ™= Rule-Based (All) 0.7{ —®— Oracle 0.8
& 0_8-
0.6 0.61
0.6 0.51 | 07
0.41 9 0.6 —&— CopyFrac
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Figure 1: Performances in Different Scenarios. X-axis in (b)

.. Figure 2: Performances of GPT-2 with different fine-tuning
shows turn depths and Y-axis is NDCG@3.

. _ amounts: conversational sessions with manual rewrites (a)
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EXPERIMENT

Table 3: GPT-2 Query Rewrites on CAsT Topic 31 and 64.

Qs What causes throat cancer?
Q7 What is the first sign of it? _
Qs Isit the same as esophageal cancer? Table 3 provides two examples from GPT-2 (Rule-based +
Qo  What's the difference in their symptoms? CV). We found it surprising that in the first case, GPT-2
What's the difference i throat caneer and accurately resolves .the group coreference from “their” to
Oracle two cancer types, with one of the two from three turns ago.

esophageal cancer’s symptoms?

The second example presents a common error made by
our rewriter: it fails to add proper context perhaps because
in this case it is not clear what the context the term

“about” refers to. In our manual analyses, we found that
GPT-2’s errors are more often due to missing complete
contexts than due to adding false information

What’s the difference between throat cancer
and esophageal cancer?

Q1 What are the types of pork ribs?
Qo What are baby backs?
Qs What are the differences with spareribs?
Q4 What are ways to cook them?
Qs How about on the bbq?
Oracle How do you cook pork ribs on the bbq?
Output How about on the bbq?

Output




