
TIP: Tabular-Image Pre-training for Multimodal
 Classification with Incomplete Data

ECCV 2024



Background

In the medical field, rich tabular information (such as demographic 
data, lifestyle, and biochemical indicators) is often bound to image data, 
which is an important multimodal resource with high research value. 

In order to solve the problem of integration of image and tabular 
data, especially when the tabular data is incomplete or heterogeneous, 
and improve the performance of multimodal classification tasks, the 
authors propose a new self-supervised learning method, TIP, which is a 
multimodal tabular image pre-training framework.



Pipeline



Architecture



Methods — Image-Tabular Contrastive Learning

Positive sample: Image and tabular data from the same instance form a positive sample pair.
Negative samples: Images and tables from different instances in the same batch are randomly combined to 
generate negative sample pairs.
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Methods — Image-Tabular Matching
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Methods — Masked Tabular Reconstruction

Step 1:Mask features

Step 2: Replace masked features

[MASK]token
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Experiments — classification result



Experiments — missing information prediction



Thanks


