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Introduction

• Multi-label image recognition is a fundamental task in computer vision, aiming to predict all objects 
present in an image.

• However, this task is challenging as the combinations of labels can be tremendous. Modelling label 
correlations to reduce the search space

• An common assumption is: the training and test sets follow independent and identically distributions 
(i.i.d.), and the label correlations are consistent. graph structures or attention mechanisms have been 
successfully employed.



Introduction

a few researchers attempted to alleviate the effects of contextual bias by 
• decorrelating the feature representations of a category from its co-occurring context
• removing the contextual bias in features with causal mechanisms.

We pursue causal correlations (e.g., from “Person” to “Clothes”) to mine contextual cues for 
recognition, while suppressing spurious correlations (e.g., from “Person” to “Cat”) which are 
associated by confounders (e.g., the overall scene)



Motivation of Causal Correlations

• a calculable formal definition：if P(Y |do(X)) > P(Y ), then a causal 
correlation exists from X to Y in a probability-raising sense.



Motivation of Causal Correlations

• backdoor adjustment:

As “physical” intervention that puts Y at any context is almost impossible, backdoor 
adjustment is typically applied for “virtual” intervention.

Here the key idea is to cut off the link from confounder C to cause X, and stratify C 
into pieces C ={c},making C no longer correlated with X.



Approach

(a)the branch of decoupled label-specific features
(b)the branch of causal label correlations. 

• final prediction confidence score:

• final Loss:



Approach

Decoupling Label-Specific Features

Causal intervention based on label-specific features

 Effective modeling for all fyj(xi,c) by cross-attention



Approach

Modeling the confounders

clustering spatial features with K-means algorithm, we obtain a compact set of 
prototypes to represent potential confounders like objects, scenes and textures.



Experimental results

• “Exclusive” denotes 
virtual co-occurrence 
where labels appearing 
simultaneously in the 
training set do not co-
occur in the test set.

• “Co-occur” represents 
the objects co-occurring 
in both the training and 
test sets. 

• “All” is the average 
performance of all 
categories.

CommonSetting



Experimental results

Cross-dataset Setting



Ablation Studies



THANKS


