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Breaking Long-Tailed Learning Bottlenecks: A 
Controllable Paradigm with Hypernetwork-Generated 

Diverse Experts



Background

Long-tailed methods: re-sampling and modifying the loss function focusing 
on improving the performance of the tail classes.

Assume that the distributions of the training and test data remain invariant. 
Cannot well handle the distribution shift between training and testing in real-
world scenarios.



Background

Some more recent works propose using multiple expert models to obtain stronger distribution 
adaptability. That is, the models learned by various losses are skilled in handling class distributions 
with different skewness. 

The uniform expert: simulate the uniform class distribution

The backward expert (inverse softmax loss): simulate the 
inversely long-tailed class distribution:
  

The forward expert: directly simulates the original long-tailed 
training class distribution:



Background

RIDE: train a router that dynamically assigns ambiguous samples to additional experts on an as-
needed basis. The distribution of instances seen by each expert shows that head instances need fewer 
experts and the imbalance between classes gets reduced for later experts. 

Long-tailed Recognition by Routing Diverse Distribution-Aware Experts. ICLR 2021



Background

SADE (Test-time self-supervised):

Empirical observation: stronger experts have 
higher prediction similarity between different 
views of samples from their favorable classes.

alleviate the problem of distribution mismatch 
between training and testing to some extent. 

Self-supervised aggregation of diverse experts for test-agnostic long-tailed recognition. NeuraIPS 2022



Introduction

Goal: Maximize the overall performance.

New requirements: users may have different preferences and needs for the relative 
trade-off between head and tail classes.

Examples:

lung cancer, we may also be willing to moderately increase the false positive rate in 
exchange for higher coverage of the tail classes, to ensure that no patients are missed.

nature reserves, we want the model to accurately detect common species (i.e., head 
classes) to understand their population sizes. But when looking for rare species (i.e., 
tail classes), we care more about covering all species, even at the cost of some false 
detections.

Contribution: a new interpretable and controllable long-tailed learning method that 
can acquire the ability to overcome test distribution shift from a single distribution 
dataset and satisfy user preferences in any shifted distribution scenario.



Method

1. the average empirical risk of all experts
2. the average total variation distance between the training environments and the 

test environment.
3. the weighted average of ETVD among the training environments.

the experts method capture the distributional characteristics of different 
environments, which can reduce the distribution discrepancy between the training 
environments and the test environment

Environment’s Total Variation 
Distance (ETVD)



Method

Training phrase:

To generate diverse experts, we introduce a hypernetwork

Smooth Tchebycheff scalarization for multi-objective optimization ICLR. 2024.

promotes diversity among experts.



Method

Testing phrase:

user-input preference vector:

the value space of the preference vector

the model's performance on three distributions
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