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Background

Long-tailed methods: re-sampling and modifying the loss function focusing
on improving the performance of the tail classes.

Assume that the distributions of the training and test data remain invariant.
Cannot well handle the distribution shift between training and testing in real-
world scenarios.

‘ Trained
model

Training set Test set
(a) Traditional long-tailed learning method
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Background

Some more recent works propose using multiple expert models to obtain stronger distribution
adaptability. That is, the models learned by various losses are skilled in handling class distributions
with different skewness.

The forward expert: directly simulates the original long-tailed
training class distribution:
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The uniform expert: simulate the uniform class distribution Trained N -
1 model %-) | ‘
Ll = — —y; log o(va(z;) + log ). -
bal N Z; Yi 108 ( 2( ?’) & ) Training set Test set
Tl

(b) Multi-expert long-tailed learning method
The backward expert (inverse softmax loss): simulate the

inversely long-tailed class distribution:

1
Liny = — Z —y; log o(v3(z;) + logm — Alog ),
ns

z; €D,
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Background

a) Stage 1: Jointly Optimize Diverse b) Stage 2: Routing Diverse Experts c) RIDE vs. SOTA
Distribution-aware Experts
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RIDE: train a router that dynamically assigns ambiguous samples to additional experts on an as-
needed basis. The distribution of instances seen by each expert shows that head instances need fewer
experts and the imbalance between classes gets reduced for later experts.

Long-tailed Recognition by Routing Diverse Distribution-Aware Experts. ICLR 2021
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SADE (Test-time self-supervised):

Empirical observation: stronger experts have
higher prediction similarity between different
views of samples from their favorable classes.

alleviate the problem of distribution mismatch
between training and testing to some extent.

Maximize prediction stability

A

Self-supervised aggregation of diverse experts for test-agnostic long-tailed recognition. NeuralPS 2022
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Goal: Maximize the overall performance.

New requirements: users may have different preferences and needs for the relative
trade-off between head and tail classes.

Examples:

lung cancer, we may also be willing to moderately increase the false positive rate in
exchange for higher coverage of the tail classes, to ensure that no patients are missed.

nature reserves, we want the model to accurately detect common species (i.e., head

classes) to understand their population sizes. But when looking for rare species (i.e.,
tail classes), we care more about covering all species, even at the cost of some false
detections.

Contribution: a new interpretable and controllable long-tailed learning method that
can acquire the ability to overcome test distribution shift from a single distribution
dataset and satisfy user preferences in any shifted distribution scenario.



Method

IS e DO

NANJING UNIVERSITY OF AERONAUTICS AND ASTRONAUTICS

K
Rre.vr(f) = Rm(f) =t Z(W;&ﬁ = 71—:;%) i Ewwﬂe_ﬁ(m[y:i) [F(f(:]}, 9)5 Z)]

i=1

| i N-1
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m=1

where M = max U(f(x), ).

1. the average empirical risk of all experts
2. the average total variation distance between the training environments and the

test environment.
3. the weighted average of ETVD among the training environments.

the experts method capture the distributional characteristics of different
environments, which can reduce the distribution discrepancy between the training
environments and the test environment

K

1 D
6(€&5) =5 ) Imi — ]
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k=1
Environment’s Total Variation
Distance (ETVD)
A(gl,...,gM) = max (5(83,53)

i Lyeas; M }
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Method

o . Bsuese
\ ., N ais
Trained Hypernetwork Pipichlet \
% distribution \C
model ﬂ-% Py y

Training set
(c) Our proposed method Test set

Training phrase:

fi(x) = gu(¢o(x)), i=1,...,T

To generate diverse experts, we introduce a hypernetwork
e 31 > [y = B3 simulate the long-tailed distribution.

. P o i e 31 = B> = B3 simulate the uniform distribution.
a; ~ Dir(B;), B; € Ry, Ti=—F— e , R
T o e 3; < By = (B3 simulate the inverse long-tailed distribution.

T T
. 1 L
min El Li(©,D)+ X-log El exp ( Xﬁi(@’ D)) promotes diversity among experts.

Smooth Tchebycheff scalarization for multi-objective optimization ICLR. 2024.
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Testing phrase:
. * * * X\ N ours
user-input preference vector: o = (al, Ao, a3) . o
M ~| ., N occ
O a" A~ SADE

r —
r ot

the value space of the preference vector

the model's performance on three distributions

Figure 2: Mapping from preference to model
properties.
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Experiment

Table 1: Top-1 accuracy on CIFAR100-LT, Places-LT, iNaturalist 2018, and ImageNet-LT, where the
test class distribution 18 uniform.

CIFARIO0-LT

Method Places-LT  iNaturalist 2018 ImageNet-LT
IR=10 IR=50 IR=100
Softmax 591 45.6 41.4 314 64.7 48.0
Causal [28] 594 48.8 45.0 32.2 64.4 50.3
Balanced Softmax [15]  61.0 50.9 46.1 394 70.6 52.3
MiSLAS [41] 62.5 al.5 46.8 38.3 70.7 51.4
LADE [12] 61.6 50.1 45.6 39.2 69.3 523
RIDE [32] 61.8 al.y 48.0 40.3 71.8 56.3
SADE [38] 63.6 53.8 48.8 40.9 F2id 58.8
LSC [33] 65.0 56.5 51.8 41.3 713.9 60.2
BalPoE [1] 64.8 56.3 52.0 40.8 75.0 8.3

PRL (ours) 656 573 528 41.6 75.1 60.8
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Table 2: Top-1 accuracy on CIFAR100-LT (IR100) with various unknown test class distributions.

Forward-LT Uni. Backward-LT

Method Pior —50 >5 10 5 2 1 2 5 10 25 50

O T— X 633 620 562 525 464 414 365 305 258 217 175
BS X 578 555 542 520 487 461 436 408 384 363 337
MiSLAS X 588 572 552 530 496 468 436 401 377 339 321
LADE X 560 555 528 510 480 456 432 400 383 355 340
LADE /626 602 556 527 482 456 438 411 415 407 416
RIDE X 630 599 570 53.6 494 480 425 38.1 354 31.6 292
SADE X 652 625 588 554 S12 488 430 439 424 422 420
LSC X 678 642 602 581 532 516 447 457 442 447 480
BalPoE X 690 652 612 590 542 517 457 466 452 452 458
PRL (ours)y X 69.5 657 6L7 595 547 522 462 471 457 457 485
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Table 4: Control of trade-off preference for long-tailed classes with different preferences, bold

middle, and tail classes 1n this line.

Dist R=(1.0, 2.7) R=(0.5, 2.5) R=(1.9, 1.1)
Many Middle Few Many Middle Few Many Middle Few
Forward 50 614 504 365 61.0 226 315 61l 489  40.3
25 61.6 48.3 284 60.6 496 315 397 494  33.1
Uni 1 61.6 al4 332 616 ]l e 33.2 61.6 514 332
Backward 25 63.8 494  31.1 60.2 432  32.1 63.2 48.2 322
50  66.6 47.1 30.6  66.1 489 309 64.6 47.8 2 T
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Top-1 accuracy on CIFARIQO-LT{IR100) with various unknown test closs distributions.
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Figure 5: Ablation analysis, including the ablation
of the hypernetwork and Chebyshev polynomials.
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