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Introduction

Industrial Anomaly Detection Requirements:

• Computational Efficiency

• Economic Cost

Contribution:

• We substantially improve the state of the art for both the detection and the 
localization of anomalies on industrial benchmarks, at a latency of 2ms 
and a throughput of more than 600 images per second. 

• We propose an efficient network architecture to speed up feature 
extraction by an order of magnitude.

• We introduce a training loss that significantly improves the anomaly 
detection performance of a student-teacher model without affecting its 
inference runtime.

• We achieve an efficient autoencoder-based detection of logical anomalies.



Patch Description Network

• four convolutional layers

• a feature vector generated by the PDN only 
depends on the pixels in its respective 33×33 patch

• obtain the features for an image of size 256×256 in 
less than 800 μs on an NVIDIA RTX A6000 GPU

• use the same pretrained features as PatchCore from 
a WideResNet-101. 

• train the PDN on images from ImageNet by 
minimizing the MSE between its output and the 
features extracted from the pretrained network

• PDN ensures that an anomaly in one part of the 
image cannot trigger anomalous feature vectors in 
other distant parts.



Lightweight Student-Teacher

• Teacher : distilled PDN
• Student : PDN

• We observe that in the standard S–T framework, increasing the number of training images can improve the 
student’s ability to imitate the teacher on anomalies. This worsens the anomaly detection performance. At the same 
time, deliberately decreasing the number of training images can suppress important information about normal 
images. Our goal is to show the student enough data so that it can mimic the teacher sufficiently on normal images 
while avoiding generalization to anomalous images.
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sample a random image P from the pretraining dataset
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Logical Anomaly Detection
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