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Background

Variational Inference

Purpose: fit a complex and unknown distribution 𝑝(𝑧|𝑥) by a simple distribution 𝑞(𝑧)

variational distribution



Background

RL as probabilistic inference
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Motivation

As the distribution of rewards (or Q function) can be multimodal, it is hard to evade local optima if the 
policy is modeled as a unimodal distribution



Method

Reparameterized Policy

auxiliary distribution



Method

reward term: 

prior term: a constant

cross entropy term: model the posterior of 𝑧 for 𝜏 sampled from 𝜋 and distinguish different trajectories by 𝑧

entropy term: encourage exploration like maximum entropy RL

final reward:



Method

Model-based RL



Experiment 



Experiment 

Can multimodal policies help escape local optima? Can multimodal policies accelerate exploration?



Experiment 



Discussion 

PBRL



Discussion 

最小化与较好轨迹的KL散度，最大化与较差轨迹的KL散度
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Discussion 

梯度∝ |𝐴(𝑠, 𝑎)(1 − 𝑃)|，最大化梯度以最大化每次更新能够获得的信息


