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') Re-sampling: over /Jundersampling/ balanced-sampling

I) Re-weighting: assign higher weights to tail classes

l) Logit-adjustment: add a prior related to ni to adjust margin

l) Multi-expert: multiple networks, sub-datasets, loss, distillation

l) Contrastive learning: class centers (KCL, PCL); augmentation
to bring classes closer (BCL); augmentation to bring each other
closer (GMCL); CIIP

I) Others: combining distillation learning, transfer learning, new
metrics, feature generation, LLM-generated

® Train on a long-tailed dataset; test on a balanced dataset [Top-1 acc/error]
® |ead to the distorted embedding space and the biased classifier
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Motivation
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Re-sampling: over /Jundersampling/ balanced-sampling

Re-weighting: assign higher weights to tail classes

Contrastive learning: class centers (SCL. KCL)
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Drawbacks

Sacrifice instance balance

Ignore the potential rich semantic
structure of head classes
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Motivation
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Contrastive learning: class centers (SCL. KCL) --—---- instance unbalance
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When the instances of
head class are selected
once, that of tail class

may already be trained
100 times.
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2). Class-Level

-.. Clustersas

Clusters as

Sample in Head
Class

Head Class

Tail Class

Attract

Repel

/ positive
samples

; negative
samples

(a). Subclass-balancing adaptive clustering (Section 3.1)

(b). Bi-granularity contrastive loss (Section 3.2)
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Figure 1: Illustration of subclass-balancing contrastive learning (SBCL). It initially divides the head classes into multiple
subclasses of comparable size. Then, during training, SBCL builds each sample to be closer to samples from the same subclass
than samples from different subclasses but the same class, which are also made to be closer than samples from different classes.
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Algorithm 1 Subclass-balancing Adaptive Clustering

Require: Sample set § = {x;}._,; A threshold M; The number of iterations K; M = max(nc,§)
Ensure: Cluster assignments for samples in &
for k =0to K do
if £=0 then
Choose the cluster centers y; which are farther away from previously selected centers.
else
Update the cluster centers y; = ﬁ 2 i Fi- > n; 1s the number of samples in a cluster
end if
Construct the cluster center set C = {y; }L;nz §3 = m 1s the number of cluster centers
while § # ¢ do > Assign samples to centers ;
Select the most similar pair (z;, y;) = arg ma.éc cosine-similarity(x, y).
TES, UE
Assign the sample x; to the center y;.
Delete the assigned sample x; from the sample set § = &/ {x; }.
if n; > M then = Sample number in a cluster exceeds the threshold M
Delete the cluster center y; from the cluster center set C = C/ {y; }.
end if
end while
end for

Apply clustering algorithm to classes which contain multiple instances while
the tail classes remain unchanged.
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A direct consequence of replacing class label in SCL/KCL with cluster label is that
we no longer distinguish instances from different head classes, and therefore the
boundaries between classes might be blurry, leading to sub-optimal feature space
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Low temperature T 1: Encourage concentrated distribution of features.

High temperature 1 2: Make the feature distribution uniform.

Expect instances of the same subclass to form more concentrated clusters in
the feature space than instances of the same class

¢(C) QS(C) . :1:61 ”zi - tC”Q
% Zf=1 Qﬁ)(@) nelog(n. + a)

To(c) = 71 - exp



Method

Algorithm 2 Training Algorithm

Require: Dataset D = {x;,v;}

ic[n]® > The update interval of
cluster assignment K'; The number of warm-up epoch 7o; The
total number of epoch T'; The hyperparameters /3 and 6.

Ensure: A trained feature extractor fy ()

N

Initialize the model parameters 6

1
2: Train fg(-) with SCL/KCL for Tj epochs > Warm-up stage
3:
-+
5

fort =T, to T do
if t% K == 0 then © Update cluster and termperature
Update the cluster assignment based on the current
feature extractor fy(x)
Update the temperture 7 for each head class using
Eq. 5 and Eq. 6
end if
Train fg(-) using Eq. 4 © Subclass-balancing contrastive
learning

- end for
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Table 1: Performance comparison on ImageNet-LT and iNaturalist 2018 datasets. Top-1 accuracy of ResNet-50 [26] 1s
reported. The "Many", "Medium" ,"Few" and "All" denotes different groups. { denotes our reproduced results of PCL, SwAV,
and BYOL based on their official code. Other baselines’ results on ImageNet-LT and iNaturalist 2018 are copied from L1 et

al. [41].

Backbone ImageNet-LT iNaturalist 2018

Methods Many | Medium | Few | All | Many | Medium | Few | All
CE 64.0 33.8 58 | 416 | 722 63.0 57.2 | 61.7
Focal loss [] 51.0 40.8 20.8 | 43.7 - - - 61.3
CB-Focal [15] - - - - - - - 61.1
LDAM-DRW [0] | 60.4 46.9 30.7 | 49.8 - - - 64.6
OLTR [40] 35.8 23 215 | 322 | 590 64.1 649 | 63.9
T-norm [ 34] 56.6 442 274 | 46.7 | 71.1 68.9 69.3 | 69.3
cRT [34] 58.8 44.0 26.1 | 473 | 732 68.8 66.1 | 68.2
LWS [34] 37.1 45.2 295 | Al | T 69.8 68.8 | 69.5
PCL7 [40] 34.7 26.1 123 | 27.5 | 485 45.9 41.7 | 445
SwAVT [¥] 37.5 28.3 156 | 30.1 | 319 48.4 43.7 | 47.0
BYOL{ [21] 3717 289 163 | 306 | 523 48.6 441 | 472
SCL [36] 61.4 47.0 28.2 | 498 - = 8 66.4
KCL [37] 62.4 49.0 295 | 515 - - - 68.6
TSC [41] 63.5 49.7 304 | 524 | 726 70.6 67.8 | 69.7
SBCL 63.8 51.3 31.2 | 534 | 73.3 71.9 68.6 | 70.8
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Table 2: Performance comparison on CIFAR-100-LT. Top-1
accuracy of the ResNet-32 [ 6] under different imbalance
ratios is reported. We also report the accuracy of our re-
implemented important baselines (f) in same setting on
CIFAR-100-LT. The columns of "Statistic (IR 100)" are
the results of different disjoint subsets on CIFAR-100-LT

with imbalance ratio being 100. Table 3: Object detection results on PASCAL VOC.
Imbalance Ratio Statistic (IR 100) ImageNet ImageNet-LT

At 100 | 50 | 10 | Many | Medium | Few Method AP | AP | AP- | AP | AP | AP-:
gE_CEM ool Rl Rl random init. | 602 | 33.8 | 33.1 | 60.2 | 33.8 | 33.1
Focal Loss[44] | 384 | 443 | 558 | 653 | 384 | 8.1 CE 813 | 53.7 | 592 | 765 | 485 | 51.0
CB-Focal [15] 387 | 452 | 580 | 650 | 376 | 103 CL [24] 813 | 56.1 | 62.7 | 782 | 51.5 | 565
CE-DRW [(] M4 | 453|581 - : ! KCL[33] | 823 | 555 | 621 | 79.7 | 52.6 | 57.9
CE-DRS [(] 416 | 455 | 581 | - ; y

LDAM [] s | ase | se0 ] ] ] SBCL 81.9 56.2 62.8 80.6 | 53.4 | 588
LDAM-DRW [¢] | 420 | 466 | 587 | 615 | 417 | 202

M2m-ERM [17] | 429 | - |s82 | - . :

M2m-LDAM[37] | 435 | - |576 | - . -

CRT[ ] 433 | 468 | 581 | 640 | 448 | 181

LWS [14] 43.1 | 464 | 581 | - : !

SCL[ 11 421 | 452 | 548 | 628 | 420 | 184

KCL [37] 428 | 463 | 576 | - ] -

KCLt 428 | 464 | 575 | 634 | 425 | 192

TSC [41] 438 | 474 | 590 | - : 3

TSCt 435 | 476 | 587 | 637 | 432 | 204

SBCL 439 | 487 | 579 | 644 | 453 | 222
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Table 5: Ablation study on different components of SBCL.

Warm-up  Adaptive cluster Dynamic temperature CIFAR-100-LT
Imbalance Ratio 100 50 10
v v 440 | 479 | 572
v v 43.8 | 47.2 | 56.5
v v 43.8 | 47.8 | 57.0
v v v 44.9 | 48.7 | 57.9
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Figure 2: Feature distance of subclasses and classes on CIFAR-100-LT with imbalance ratio 100. We randomly sample
instances from many-shot and medium-shot classes so that the size of each equals to that of few-shot classes.
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(a) Distribution of subclasses on a head class.

(b) Distribution of head classes on the dataset.
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Figure 3: Feature distribution of subclasses and classes on CIFAR-100-LT with imbalance ratio 100. Color represents
subclasses/classes.
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