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Introduction

• Multi-label recognition (MLR) aims to recognize various semantic labels for an image, 

which has a wide range of practical applications. However, collecting high-quality full 

annotations becomes very challenging. Recently, researchers propose to simplify the 

full label setting to a partial label setting, which annotate a few labels for each 

training image. Another extreme setting is observed with only one single positive 

label.

• These settings can be unified into a common issue of incomplete labels, which eases 

the burden of the full annotation and significantly reduces annotation cost.
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Motivation

• However, the incomplete labels setting introduces a dilemma of poor supervisions, 

resulting in severe performance drops for MLR.

• Existing methods strive to regain supervisions from missing labels by exploring the 

image-to-label correspondence. Such methods eliminate priors about the 

correspondence between images and labels although it is necessary and unavoidable.
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SCPNet

Figure 2. An overview of the proposed method. We design a semantic correspondence prompt network to explore the structured 
semantic prior for MlR with incomplete labels. A prior-enhanced self-supervised learning strategy is used to enhance such exploration.
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Methodology

Structured Prior Prompter
• label prior correlation : 

• label correspondence graph G : 

Semantic Correspondence Prompt Network
 Cross-modality prompter (CMP) : 

• feature extraction process : 

 Semantic association module (SAM): structured semantic prior A*

• GCN layer : 
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Methodology

Prior-Enhanced Self-Supervised Learning
 Structure-aware semantic calibration

• Weighted likelihood by the correlated neighboring labels :

• Formulate process :

 Prior-enhanced learning

• Self-supervised consistency loss:  

• Self-distillation loss :

• overall objective : 

Network Optimization
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Experimental results

For both setups, our method can 

significantly outperform existing 

methods on all benchmark datasets, 

achieving state-of-the-art performance

• Single positive label

• Partial label
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Ablation study

• Introduce a model that directly employ ௖௟௦ to optimize a ResNet-based MLR model, as 

the baseline.

• Each component can obtain consistent performance improvement in all datasets.



9

Visualization Results

• Visualize the structured semantic prior and the label representation in the label feature 

space.

• Visualize the precision variations to 

verify the effect of the proposed 

structured semantic prior.
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Model analysis
• Correlation graph construction

• Generalization on the CNN-based architecture

• Prior knowledge extraction

• Analysis on hyper-parameters
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