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Introduction

Classifier shows the lowest features similarities, among all the layers. 
The low CKA similarities of the classifiers imply that the local classifiers change greatly to fit the local data distribution.
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Introduction

No Fear of  Heterogeneity:  Classifier Calibration for Federated Learning with Non-IID Data

The classifier weight norms would be biased to the class with more training samples 
at the initial training stage. At the end of the training, models trained on non-IID data 
suffer from a much heavier biased classifier than the models trained on IID data.

L2 norm



Background

Non-IID Data in FL:

1.Covariate shift (特征分布)
For instance, users writing the same word may exhibit varying stroke strength due to habits.

2.prior probability shift (标签分布)
For instance, kangaroos only live in Australia or parks.

3.concept shift (同标签 不同特征)
For instance, dogs in different regions have different appearances.

4.concept shift (同特征 不同标签)
For example, given the existing characters, the next character a user might input could vary.



Background

Existing methods for addressing the non-IID problem:

1.Mitigating Client Drift
Adjusting local objectives of clients to maintain some consistency between local and global models.

2.Modifying Aggregation Schemes
Enhancing the model aggregation mechanism at the server end.

3.Data Sharing
Introducing publicly available datasets or generating data to assist in constructing a more balanced data 
distribution at either the server or client end.

4.Personalized Federated Learning
Aiming to train personalized models for individual clients rather than a shared global model.



Background

Neural Collapse:

The neural collapse was a phenomenon at the terminal phase of training on a balanced
dataset, the feature prototypes and the classifier vectors will converge to a simplex 
ETF(Equiangular Tight Frame) where the vectors are normalized, and the pair-wise angles 
are maximized.

A collection of vectors vi            ,                    is said to be a simplex equiangular tight 
frame if:

                                                                  allows a rotation and satisfies              is 
the identity matrix, and 1c is an all-ones vector.



Background

Neural Collapse:

where          equals to 1 when i = j and 0 otherwise. The pair wise angle                 is the 
maximal equiangular separation of C vectors in        .

Three key properties of the neural collapse (NC) phenomenon:

NC1 (Features collapse to the class prototypes)

NC2 (Prototypes collapse to simplex ETFs)

NC3 (Classifiers collapse to the same simplex ETFs)



Background

                                                                  allows a rotation and satisfies              is 
the identity matrix, and 1c is an all-ones vector.



Motivation

How data heterogeneity causes classifier biases in FL？



Method

FEDETF:

In FEDETF, only the feature extractor and projection layer are learned and aggregated, and 
we adopt the same synthetic and fixed ETF classifier for all clients throughout the FL training 
process. Instead of prediction logit loss in vanilla FL, we use a novel balanced feature loss for 
the ETF classifier.

Network Architecture



Method

ETF classifier initialization:

At the beginning of the FL training, we first randomly synthesize a simplex                 ,      
where d denotes the feature dimension of the ETF and C is the number of classes.
 For each class’s classifier vector vi, it requires                      .

Projection layer: 

Given a data sample x, we first use the feature extractor       to transform the data into 
the raw feature h and then use a projection layer       to map this raw feature to the ETF 
feature space and normalize it into      .

1) If the last layer of the feature extractor is the non-linear activation, the raw feature h will be sparse with zeros.
2) The raw features always have high dimensions, and high-dimensional vectors are more prone to be orthogonal.
3) The projection layer is helpful in the local finetuning stage for personalization.



Method

Balanced feature loss with learnable temperature:

In neural-collapse-inspired imbalanced learning, it is found that when the ETF classifier is 
used, the gradients of cross entropy (CE) will be biased towards the head class. In FL, clients’ 
local datasets are also class imbalanced due to data heterogeneity.
We define the model parameters in our FEDETF as                         , which consists of the 
feature extractor, the projection layer, and the learnable temperature.

where           refers to the number of samples in class c of client k, β is the learnable 
temperature, µ is the normalized feature.



Method

Personalized Adaptation by Local Finetuning:

It consists of two parts: local feature adaptation and classifier finetuning.

In the local feature adaptation, we fix the projection layer and ETF classifier and finetune the 
feature extractor to let the feature extractor be more customized to the features of clients’ 
local data.
In the classifier finetuning period, we finetune the ETF classifier and projection layer 
alternately for several iterations to make the classifier more biased to the local class
distributions.



Method

Personalized Adaptation by Local Finetuning:

The learned model parameters in the 
personalization stage are                                   , and 
we split w into the tuned parameters      and the 
fixed parameters      . When finetune the feature 
extractor,       = {u, β},      = {p,           }; when finetune 
the ETF classifier,       = {           , β},       = {u, p}; when 
finetune the projection layer,       = {p, β},       = 
{u,            }, We use the vanilla CE loss without 
balanced softmax in each stage of finetuning.



Experiment

1) Classical FL with Non-IID data: FEDAVG, FEDPROX, FEDDYN

2) Personalized FL: DITTO, FEDREP

3) FL methods most relevant to ours: CCVR, FEDPROTO, FEDROD, FEDNH



Experiment
Communication Efficiency



Experiment
Understanding FEDETF

We first examine the feature alignment of local models. We compute class prototypes 
(feature mean of each class) in each client and calculate the cosine similarities of clients’ 
class-wise prototypes, which is analogous to NC1.
We compute the class prototypes of the global model and calculate the pair-wise cosine 
similarities of these prototypes in terms of NC2.

(a) Feature prototype consistency of clients’ local models
(b) Neural collapse error of the aggregated global model



Experiment

How feature dimension affects FEDETF

(a)  How feature dimension affects FEDETF’s generalization and neural collapse.
(b) How personalization is reached in each iteration of FEDETF’s local finetuning.



Ablation Study
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