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How Re-sampling Helps for Long-Tail Learning?



Related Work

1. Re-sampling and Re-weighting:
[1] denotes that Class-balance re-sampling can help gain for classifier learning but hurts representation learning.
Two-stage adopt in order not to impact the representation.

2. Head-to-tail Knowledge Transfer:
Assume that the head classes and the tail classes share some common knowledge 
such as the same intra-class variances, the same model parameters, or the same semantic features

3. Data Augmentation :
- Mixup can have a positive effect on representation learning but a negative or negligible effect on classifier learning.
- CAM-based methods separate the features, then augments(flipping, rotating)  or combines with the components from the 
tail classes. These methods neglect that the learned model has limited generalization ability on tail classes.

[1] Decoupling representation and classifier for long-tailed recognition. In ICLR, 2020.



Motivation

Two-stage: 
Step1: uniform sampler: uniform sampling is beneficial to 
representation learning.

Step2: class-balanced sampler: class-balanced sampling can be 
used to fine-tune the linear classifier.

Question: Can re-sampling benefit long-tail learning in the 
single-stage framework?

Hypothesis: Class-balanced sampler overfits the oversampled 
irrelevant contexts and learns unexpected spurious correlations

[1] Decoupling representation and classifier for long-tailed recognition. In ICLR, 2020.



Motivation/Re-sampling can learn discriminative representations

In MNIST-LT and Fashion-LT:
- CE vs. cRT(same representation): re-sampling can help for classifier learning.
- cRT vs. CB-RS(same classifier): CB-RS learns batter representation than uniform sampling



Motivation/Re-sampling is sensitive to irrelevant contexts

- MNIST and Fashion are highly semantically correlated
- samples on CIFAR and ImageNet contain complex contexts



Motivation/Re-sampling is sensitive to irrelevant contexts



Method



Experiments
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[1] Improving calibration for long-tailed recognition. In CVPR. 2021.



Experiments/Ablation

the training process progresses, most samples 
will fit well, so our method is not sensitive to δ

the latest incoming contexts are more convincing



Experiments/Ablation

[1] Improving calibration for long-tailed recognition. In CVPR. 2021. Beta(1, 1)
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