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Related Work

1. Re-sampling and Re-weighting:
[1] denotes that Class-balance re-sampling can help gain for classifier learning but hurts representation learning.
Two-stage adopt in order not to impact the representation.

2. Head-to-tail Knowledge Transfer:
Assume that the head classes and the tail classes share some common knowledge
such as the same intra-class variances, the same model parameters, or the same semantic features

3. Data Augmentation :

- Mixup can have a positive effect on representation learning but a negative or negligible effect on classifier learning.

- CAM-based methods separate the features, then augments(flipping, rotating) or combines with the components from the
tail classes. These methods neglect that the learned model has limited generalization ability on tail classes.

[1] Decoupling representation and classifier for long-tailed recognition. In ICLR, 2020.
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Two-stage:

Step1: uniform sampler: uniform sampling is beneficial to
representation learning.

Step2: class-balanced sampler: class-balanced sampling can be
used to fine-tune the linear classifier.

context
content
(bicvele)
Question: Can re-sampling benefit long-tail learning in the
single-stage framework? Figure 6: Illustration of context and
content. Taking a photo of the bicycle
Hypothesis: Class-balanced sampler overfits the oversampled as an example.
irrelevant contexts and learns unexpected spurious correlations

[1] Decoupling representation and classifier for long-tailed recognition. In ICLR, 2020.
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MO thath Il/ Re-sampling can learn discriminative representations

Table 1: Test accuracy (%) of CE with uniform sampling, classifier re-training (cRT), and class-

balanced re-sampling (CB-RS) on four long-tail benchmarks. We report the accuracy in terms of all,
many-shot, medium-shot, and few-shot classes.

MNIST-LT
All Many Med. Few

Fashion-LT CIFAR100-LT ImageNet-LT
All Many Med. Few | All Many Med. Few| All Many Med. Few

CE 65.8 99.1 899 0.0 (456 947 43.1 0.0 |39.1 658 36.8 88 |35.0 57.7 265 4.7
cRT (825 96.6 894 588|603 77.1 614 42.1|/41.6 63.0 404 16.5/41.9 529 39.2 23.6
CB-RS(90.8 98.7 944 77.7|80.5 86.6 74.3 828|341 595 31.1 6.2 (376 475 365 16.7

In MNIST-LT and Fashion-LT:

- CE vs. cRT(same representation): re-sampling can help for classifier learning.
- ¢cRT vs. CB-RS(same classifier): CB-RS learns batter representation than uniform sampling

Training Set Test Set Training Set Test Set

W) /.

tail-classes

tail-classes

(a) Uniform sampling. (b) Class-balanced re-sampling.

Figure 2: Visualization of learned representation of training and test set on MNIST-LT. Using class-
balanced re-sampling yields more discriminative and balanced representations.
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Table 1: Test accuracy (%) of CE with uniform sampling, classifier re-training (cRT), and class-
balanced re-sampling (CB-RS) on four long-tail benchmarks. We report the accuracy in terms of all,
many-shot, medium-shot, and few-shot classes.
MNIST-LT Fashion-LT CIFAR100-LT ImageNet-LT
All Many Med. Few| All Many Med. Few| All Many Med. Few| All Many Med. Few
CE 65.8 99.1 899 0.0 (456 947 43.1 0.0|39.1 658 36.8 88 (350 57.7 2065 4.7
cRT 825 96.6 894 588|603 77.1 614 42.1/41.6 63.0 404 16.5|41.9 529 39.2 23.6
CB-RS|(90.8 98.7 944 77.7|80.5 866 74.3 82.8/34.1 595 31.1 62 |37.6 475 365 16.7
- MNIST and Fashion are highly semantically correlated
- samples on CIFAR and ImageNet contain complex contexts
Input Uniform CB-RS Input Uniform CB-RS
bear bicycle F
Head 1—‘
Classes o
fox bus ‘ - l
| h—
ClTa Ts'es wolf train ::

g
&

Figure 3: Visualization of features with Grad-CAM [17] on CIFAR 100-LT. Uniform sampling mainly
learns label-relevant features, while re-sampling overfits the label-irrelevant features.
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Head Classes

# Examples
B g £
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4
Class Index

Figure 7: Illustration of the CMNIST-LT benchmark.

MNIST-LT CMNIST-LT
] i 100
g 100 ’E 100 @ E Uniform
= | = | < ol = CRT
E. 75 g 75 :? 80 . CBRS
= - E = [
§ 50 g 507 § 60
4,2 25 —e— Uniform ; 254 ;
& 77 | —— cRT L £ 40+
Y g = CBRS YA E
01234567879 1234567829 20- 2 .
Class Index Class Index MNIST-LT CMNIST-LT
(a) Comparison of class accuracy. (b) Overall accuracy.

Figure 4: Comparison of Uniform sampling, cRT, and CB-RS on MNIST-LT and CMNIST-LT.
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Method

Algorithm 1 Training procedure of context-shift augmentation

Input: training data D = {(z;,;)},; context memory bank (2, maximum volume size V; model
parameters ¢, f*, fb; loss functions £%, £°:
Procedure:
1: Initialize model parameters ¢, f*, f°;
2: Re-sampling a class-balanced dataset D = {(&;, )},
3: Empty memory bank Q;

4: forepoch=1,...,T do
5 repeat
6: Draw a mini-batch (z;, y,):'?:1 from D;
R e T e i 7: Draw a mini-batch (Z;,7;)2 , from D;
! Long-tailed P @ Extracting Rich Contexts | 8: // uniform module
i Dataset % 5 )nl Masking Context memory bank E 9: for: = 1, wimeny B do
1" Head classes |} ; i 10: Calculate z}* = f“(¢(x;)) and LY = £ (2}, y:);
0" y f : > i 11: ifp(y:'yi |:1:,-,,q5,f“)26then
:f .‘ ﬂ :. | o —'-“ i 12: Calculate background mask M ; of x;;
fR— e e mnmnee] 13: Push (z;, M) into Q;
i f‘ oo o 14: end if
T A | RS ‘ 5 gl 5
e by 2 16: Calculate £* = £ 3.7 | LY
t — :_:_,;' '..,e},: E H E 17: / balanced re-sampling module
i E . i — | ﬁ 18: if Size of () reaches V' then
Wb ; 4 ot 19: Obtain contexts (Z;, M ;)2 ; from Q;
R LR WO o SO . e O S 20: A ~ Uniform(0, 1);
. . 21: fori=1,...,Bdo
Figure 5: An overview of the proposed method. 27 & =AM; ©& + (1 — AM,) © &;;
23: Calculate 2! = fY((&;)) and L2 = 6°(2%, 7;);
24: end for
25: Calculate £ = L E;}_I £y
26: else
27: Assign Lb = 0;
28: end if
29: / total objective function
30: Calculate £ = £* + £,

31 Update model parameters ¢, f*, f* with £;
32:  until all training data are traversed.
33: end for
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Table 2: Test accuracy (%) on CIFAR datasets with various imbalanced ratios.
Dataset CIFAR100-LT CIFARI10-LT
Imbalance Ratio 100 50 10 100 50 10
iE 38.3 439 B5.T 70.4 74.8 86.4
ocal Loss [37] 38.4 443 55.8 704 76.7 86.7
CB-Focal [7] 39.6 45.2 58.0 74.6 TS 87.1
CE-DRS [13] 41.6 15 58.1 75.6 79.8 87.4
CE-DRW [13] 41.5 453 58.1 76.3 80.0 87.6
NeurlPS 2019 ——» LDAM-DRW [15] 42.0 46.6 58.7 77.0 81.0 88.2
{RT !3?_] 423 46.8 58.1 75.7 80.4 88.3
- 5 | CIFAR-10-LT ’ CIFAR-100-LT WS EJA. 423 464 58.1 730 785 877
etho BN [[14] 42.6 47.0 59.1 79.8 82.2 88.3
00 50 ) 00 50 )
- | o o - | o . - ixup [20] 395 450 580 | 731 718 871
mixup [7] 73.1 77.8 87.1 39.6 45.0 58.2 emix [33] 41.9 - 394 | 754 - 88.2
LDAM+DRW [4] 77.1 81.1 88.4 42.1 46.7 58.8 2m [32] 43.5 = 57.6 79.1 = 87.5
BBNnclude mixup) [39] 79.9 82.2 88.4 426 47.1 59.2 AM-BS [E3] 41.7 46.0 - 75.4 81.4 -
Remix+DRW 300 epochs) [5] | 79.8 - 89.1 46.8 - 61.3 CMO [m] 439 48 .3 595 E = =
cRT+mixup 79.1/10.6 84.2/6.89  89.8/3.92 | 451/13.8 509/108 62.1/6.83 cRT+mixup [34] 45.1 50.9 62.1 79.1 84.2 89.8
LWS-+mixup 763/15.6  82.6/11.0 89.6/541 | 442/225 50.7/192 623/13.4 LW S+mixup [34] 44.2 50.7 62.3 76.3 82.6 89.6
MiSLAS 82.1/370 857/217 90.0/1.20 | 47.0/4.83 52.3/225 63.2/1.73
CSA (ours) 45.8 49.6 61.3 80.6 84.3 89.8
Table 4: Top-1 accuracy (%) / ECE (%) for ResNet-32 based models trained on CIFAR-10-LT and CIFAR-100-LT. CSA + mixup (ours) 46.6 519 62.6 82.5 86.0 90.8

[1] Improving calibration for long-tailed recognition. In CVPR. 2021.
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Table 4: Ablation study on the context bank ).

| Al Many Med. Few
Ours | 458 64.3 49.7 18.2

Gurs wio ) 41.2 65.1 41.9 10.7
(-4.6) (+0.8) (-7.8) (-7.5)

Table 5: Influence of the threshold 4.

) | O 0.1 0.2 03 04 0.5 0.6 0.7 0.8 0.9

_ the training process progresses, most samples
Accuracy | 4547 4537 4555 44.83 4552 4559 4542 4508 4583 44.93

will fit well, so our method is not sensitive to &

Table 6: Influence of the bank volume size (compared with the mini-batch size B3).

Volume | x1 x2 x4 x8 xl16 x32 xo64
Accuracy | 45.83 45.60 45.57 45.32 45.55 4537 45.26

<— the latest incoming contexts are more convincing
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Figure 8: Influence of variants A.

z;=A\M; Oz + (1 —\M;) ® ;

[1] Improving calibration for long-tailed recognition. In CVPR. 2021. Beta(1, 1)
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Table 7: Comparison between the uniform module and the re-sampling module in context-shifi
augmentation.

Figure 9: Comparison of re-sampling and our method under different balance ratios .

0 02505075 1
Balance Ratio y

| Al Many Med. Few
Uniform module 394 683 373 6.1
Re-sampling module | 45.8 643 497 18.2
Ensemble results 430 675 441 114
= Re-sampling =3 Ours
; 391 ::; 45.
g *‘i}-ﬁf 36.2 . L
F i %
at TR 341 S jaL4 &
= Sk hlR'e
g &

0 025 05075 1
Balance Ratio y

CE CB-RS Ours
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Figure 11: Visualization of features with Grad-CAM on CIFAR100-LT. Our method can alleviate the
negative impact on head-class samples caused by the overfitting problem.
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