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Computing
Power

Algorithm

Data

1. Data is the fuel that powers AI models and algorithms.
2. The quality and quantity of data significantly impact the 

performance and generalization capabilities of AI models.
3. Access to high-quality, well-labeled, and representative 

data is crucial for developing successful AI applications.

1. AI algorithms, especially deep learning models, 
require immense computational resources for 
training and inference.

2. Powerful hardware, such as GPUs (Graphics 
Processing Units) and TPUs (Tensor Processing Units), 
accelerate the training and deployment of AI models.

1. Algorithms are the mathematical and computational 
models that drive AI systems.

2. Deep learning algorithms (e.g., CNN and Transformer) 
have revolutionized various domains, including 
computer vision, natural language processing, and 
speech recognition.
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Training Data(trillion tokens) Training Time(10K GPU hours)

7B 70B

Taking the 70 billion parameter scale Llama3-70B as an example, the training time is 6.4 million GPU hours. Using AWS's 
p4d.24xlarge example, which contains 8 A100s, the pay-as-you-go 8 card is $32.77 per hour, 6.4 million GPU hours is 
800,000 such machines, and the pay-as-you-go price is $800,000 × $32.77 = $26,216,000.

Unbearable for individual developers!!!
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Evol-Instruct leverages the capabilities of Large 
Language Models (LLMs) to automatically generate 
open-domain instructions of varying difficulty levels.

• In-Depth Evolving: This process enhances 
instructions by making them more complex 
through various techniques such as adding 
constraints, deepening the inquiry, concretizing 
concepts, increasing reasoning steps, and 
complicating input.

• In-Breadth Evolving: This process aims to 
increase the diversity and coverage of topics 
and skills by creating new instructions that are 
more rare or specific, thus expanding the range 
of tasks the model can handle.
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I want you act as a Prompt Creator.
Your goal is to draw inspiration from 
the #Given Prompt# to create a brand 
new prompt. This new prompt should 
belong to the same domain as the #Given 
Prompt# but be even more rare.
The LENGTH and complexity of the 
#Created Prompt# should be similar to 
that of the #Given Prompt#.
The #Created Prompt# must be reasonable 
and must be understood and responded by 
humans.
'#Given Prompt#', '#Created Prompt#', 
'given prompt' and 'created prompt' are 
not allowed to appear in #Created 
Prompt#
#Given Prompt#:
Create a JavaScript function to insert 
an item at a specified index in an 
array.
#Created Prompt#:

define roles

define goals

define rules

GPT-3.5

Develop a JavaScript function 
to replace all occurrences of 
a specified element in an 
array with a new element.

function replaceElements(array, 
oldElement, newElement) {
return array.map(item => 

item === oldElement ? 
newElement : item);
}

①

②

③

④
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OSS-Instruct aims to improve the performance of Large Language Models (LLMs) in code generation 
tasks by leveraging open-source code snippets. This method is designed to address the inherent 
bias present in synthetic data generated by LLMs by providing them with a wealth of open-
source references, enabling the production of more diverse, realistic, and controllable data for 
instruction tuning.
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define roles

define goals

define rules
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Data Algorithm Computing Power High Performance

Evol-
Instruct

OSS-
Instruct

CodeLlama
StarCoder

DeepSeek
CoderCodeGemma

Full-Parameter Finetuning

Model Size(7B, float16): 
7 x 2 = 14GB
Gradient:
7 x 2 = 14GB
Optimizer Status(Adam):
2 x 7 x 2 = 28GB
Activation:
1 x 2 = 2GB
Total:  at least 58GB !!!
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Data

Evol-
Instruct

OSS-
Instruct

Data

Quantity Quality

Synthetic data from powerful LLMs can 
improve model’s performance and 
reduce costs.

LIMA(Zhou et al., 2023) highlights that 
even a limited amount of manually 
curated, high-quality data can elevate 
the model's performance.



Next Token Prediction
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Word Id

Hi 0

you 1

are 2

How 3

there 4

today 5

, 6

. 7

? 8

Hi, there. How are you today?

labels

Vocabulary

Hi , there . How are you today ?

0 6 4 7 3 2 1 5 8

Tokenize to tokens

convert to ids

[batch_size, seq_length]

logits

vocab_size = 9

[batch_size, seq_length, vocab_size]

3 2 1 5 8

[batch_size, seq_length]
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Hi, there. How are you today?

labels

3 2 1 5 8

logits

vocab_size = 9

[batch_size, seq_length]

[batch_size, seq_length, vocab_size]
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K-Means
100 clusters
10 instances per cluster

Instruction-Following Difficulty(IFD)

The score measures the degree how a given 
instruction benefits the alignment of the 
corresponding response. High IFD scores infer 
the in ability of the model to align responses to 
the given corresponding instructions, which in 
turn indicates the difficulty of an instruction.
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IFD: Positive Examples
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IFD: Negative Examples
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Data Algorithm Computing Power Higher Performance

Evol-
Instruct

OSS-
Instruct

CodeLlama
StarCoder

DeepSeek
CoderCodeGemma

Full-Parameter Finetuning

Model Size(7B, float16): 
7 x 2 = 14GB
Gradient:
7 x 2 = 14GB
Optimizer Status(Adam):
2 x 7 x 2 = 28GB
Activation:
1 x 2 = 2GB
Total:  at least 58GB !!!

Data
Filtering
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CodeAcT: an efficient framework for data selection and
fine-tuning for Code LLMs
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We present an efficient training framework tailored for large-scale code models. Our framework incorporates 
three key innovations to improve training efficiency and model performance while reducing computational 
requirements.

1. Firstly, we employ a filtering mechanism based on the Instruction-Following Difficulty (IFD) score to 
selectively retain high-quality data samples from the training dataset. By discarding low-quality samples, 
we effectively reduce the training data volume, thereby accelerating the training process.

2. Secondly, we introduce a novel dynamic packing tokenization strategy, which not only enhances the 
training speed but also improves the model's performance. Concurrently, our dynamic packing approach 
reduces the memory footprint, enabling more efficient utilization of available GPU memory.

3. Thirdly, our framework supports efficient training of various mainstream code models, substantially 
lowering the computational requirements. Notably, our framework facilitates training these models on 
consumer-grade graphics cards, making large-scale code model training accessible to a broader range 
of users with limited computational resources.



CodeAcT

22

Raw Data
Data with 
IFD scoreEvaluation Model

Cherry 
Datathreshold τ

Cherry 
Data

Tokenization

Dynamic
Padding
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Pack

Trainer

PEFT

QLoRALoRA

DLoRA GaLore

Models

CodeLlama

DeepSeek

CodeGemma

StarCoder

1. Data Selection

2. Parameter-Efficient Fine-Tuning
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(b) Dynamic Padding

B
atch

 size

dynamic length = 5

(c) Pack (MFTCoder)

seq-length of model = 8

B
atch

 size

(d) Dynamic Pack (Ours)

dynamic length= 6

B
atch

 size

(a) Padding

B
atch

 size

seq-length of model = 8

sample 1

sample 2

sample 3
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Experiment

model size dataset Train time
HumanEval 

pass@1
Eval time 备注

baseline

CL-base
7B - - 31.7% -

解码策略使用贪婪搜索
13B - - 36.0% -

训练设置：4卡A100, [LoRA，r=32，alpha=64], [bs=8, as=8], 解码策略使用贪婪搜索

CL-base 7B OSS-75k

4h53min ？ ？
dynamic pad，原始数据训练，数据量75197

4h8min 36.6% 12min
dynamic pad，筛选出IFD得分在[0.5, 1.0]的数据，
数据占比约84%，数据量62,922

3h3min 38.4% 9min
dynamic pack，筛选出IFD得分在[0.5, 1.0]的数据，
数据占比约84%，数据量62,922

1h30min 38.4% 10min
dynamic pack，筛选出IFD得分在[0.7, 1.0]的数据，
数据占比约39%，数据量29,026

35min 34.1% 16min
dynamic pack，筛选出IFD得分在[0.8, 1.0]的数据，
数据占比约14%，数据量10,380

训练设置：4卡A100, [LoRA，r=32，alpha=64], [bs=16, as=4], 解码策略使用贪婪搜索

CL-base 7B Evol-80k

7h7min 36.0% 16min dynamic pad，原始数据训练，数据量78,258

5h57min ？ ？
dynamic pad，筛选出IFD得分在[0.5, 1.0]的数据，
数据占比约80%，数据量62,432

2h51min 37.2% 13min
dynamic pack，筛选出IFD得分在[0.5, 1.0]的数据，
数据占比约80%，数据量62,432

2h23min 37.8% 14min
dynamic pack，筛选出IFD得分在[0.7, 1.0]的数据，
数据占比约60%，数据量47,208

1h44min 38.4% 17min
dynamic pack，筛选出IFD得分在[0.8, 1.0]的数据，
数据占比约39%，数据量30,544
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Awards
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Thanks


