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Unbiased Teacher For Semi-Supervised Object Detection

ICLR 2021

Two-stage
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Pseudo-labeling Methods:

• Imbalance between background and 
foreground

• Imbalance between classes



Unbiased Teacher

Burn-in:

Mutual Learning:



Unbiased Teacher

KL-divergence between the ground-truth labels distribution and the pseudo-label distribution.

Focal loss:

① Mitigating Easy Samples: small weights to easy samples.

② Balancing Class Distribution: balance the weights of positive and 
negative samples by adjusting gamma.



Unbiased Teacher

EMA on Imbalanced Pseudo-labeling



End-to-End Semi-Supervised Object Detection with Soft Teacher

ICCV 2021

Two-stage



Soft Teacher

pseudo boxes
reliability score

(the background score produced by the teacher model)



Soft Teacher

ROI head

RPN

Teacher

ROI head

RPN

Student

Box Jittering

Estimating the localization reliability of a candidate pseudo box 
by measuring the consistency of its regression prediction

Not strong positive correlation



Consistent-Teacher: Towards Reducing Inconsistent Pseudo-targets in 
Semi-supervised Object Detection

CVPR 2023

One-stage
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unlabeled data have two modalities: positive and negative

Gaussian 
distribution weight

EM algorithm

the probability that detection should be set as the pseudo-target for the student

Consistent Teacher



Consistent Teacher

Adaptive Sample Assignment

3D Feature Alignment



Semi-DETR: Semi-Supervised Object Detection with Detection 
Transformers

CVPR 2023

DETR



DETR

Carion N, Massa F, Synnaeve G, et al. End-to-end object detection with transformers[C]//European conference on 
computer vision. Cham: Springer International Publishing, 2020: 213-229.



DETR

Search for a permutation of N elements with the lowest cost:

A pair-wise matching cost between gt and prediction:

Find one-to-one matching for direct set prediction without duplicates (Hungarian loss): 

Object detection set prediction loss



Semi-DETR

Cross-view Query Consistency



Semi-DETR

One-to-many assignment: One-to-one assignment:



Semi-DETR

cross-view query embeddings:

decoded features of standard
(cross-view) queries

consistency loss: 

original object queries

encoded image features



Mixed Pseudo Labels for Semi-Supervised Object Detection

Arxiv 2023.12.12

DETR
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MixPL

Why mosaic?

Imbalance : Scal

Large obj -> Medium obj
Medium obj -> Small obj

Labeled Resampling: 
Oversampling of tail categories



Efficient Teacher (CVPR 2023)



MixPL

Why mixup?



MixPL



Conclusion

1. Unbiased Teacher constructed the basic framework of SSOD based on teacher-student.

2. Soft-teacher, building on Unbiased Teacher, established the paradigm of two-stage SSOD.

3. Consistent Teacher and Efficient Teacher were the first to apply one-stage methods in SSOD, 

addressing the challenge of obtaining high-quality pseudo-labels directly from dense predictions.

4. Semi-DETR was the first to incorporate DETR-based approaches into SSOD, with DETR-based 

frameworks being well-suited for solving SSOD problems.

Foreground-background imbalance: Focal loss, Mosaic aug, Mixup aug …

Pseudo Label Inconsistency: 
EMA(Unbiased teacher), FAM3D(consistent teacher), Box Jettering(soft teacher), Dense Detector(efficient 
teacher), Cross-view query consistency method(Semi-DETR) …

Assignment: adaptive anchor assignment(consistent teacher) …



Conclusion

Performance: DETR One-stageTwo-stage

Speed:

Flexibility:

＞

Training Cost:

＞

DETR One-stageTwo-stage＞ ＞＞

One-stage ＞ Two-stage ＞ DETR

Two-stage ＞ DETR ≈ One-stage



Unbiased Teacher (two stage)

Conclusion
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