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1 Overview
• A multi-label classification task aims to predict all the objects within the input image.

• However, getting clean and complete multi-label annotations is very challenging and not scalable, 

especially for large-scale datasets, because an image usually contains multiple labels.

• To alleviate the annotation burden, weakly supervised learning approaches have been studied 

which only a limited number of objects are labeled on a subset of training images which it still 

requires intensive manpower and time for annotations.

• To go one step further, we consider unsupervised multi-label image classification, leveraging the 

off-the-shelf vision-language models such as contrastive language-image pretraining (CLIP).
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2 Motivation
CLIP is not suitable for multi-label classification, since it is trained only for recognizing a single 

object per image.
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3 Proposed Model
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3 Proposed Model
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4 Experiments

Quality of pseudo labels on the training 

set in three different datasets using 

ResNet-50 x 64

CAM visualization for the classification 

task on VOC2012 dataset. CAM shows 

that the improvement of the 

classification during the epoch.



7

4 Experiments

Mean average precision mAP in (%) for different multi-label classification methods under different 

supervision levels: Fully supervised, Weakly supervised and unsupervised, in addition to compare to zero-

shot CLIP for four different datasets.
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5 Conclusion

• To the best of our knowledge, this is the first work that applies CLIP for 

unsupervised multi-label image classification.

• Our key innovation is to modify the vision-language pre-train model to the soft 

pseudo labels, which can help training the classification network.

• The aggregation of global and local alignments generated by CLIP can effectively 

reflect the multi-label nature of an image, which breaks the impression that CLIP 

can only be used in single-label classification.
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