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Introduction

Different long-tailed data augmentation paradigms

(i) based on manually designed human knowledge and experience 
(ii) the search space of these strategies is often limited
(iii) lack flexibility, can not adapt to changes in the data distribution during the training process



Introduction

LLM × LTL: Can LLMs Provide DA Strategies for Long-tailed Learning?
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Strategy Evaluation

Injecting candidate algorithms into the real training process and evaluating 
them on the validation set.
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LLM-based Search Operator

Initialization operator I:  Based on the task description prompt Ptask and the knowledge base of 
data augmentation K.

Crossover operator E:  Building upon Ptask, Np parent algorithms                     from the current population 
are used as references, along with the incorporation of knowledge base K.

Mutation operator M:  Based on Ptask, Nm individuals             are selected from the current population, 
and local improvement directions are provided.

The prompt PE of the crossover operator E can be represented as follows:
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