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Introduction

Long-tail Problems

The label distribution of a long-tailed dataset

feature space learned on these sampled is
often larger than tail classes.

the decision boundary is usually biased 
towards dominant classes



Introduction

Introducing Reflective Learning (RL)：

In the human classroom,top students habitually review studied knowledge post-class, summarize
the connection between knowledge, and correct misconceptions after review summarize.

• Review：promote consistency between past and current predictions;

• Summary：summarize and utilize the relationships across classes;

• Correction：correct gradient conflicts in different learning methods



Method-Knowledge Review

This analysis is conducted on CIFAR100-LT dataset with an Imbalanced Factor (IF) of 100:



Method-Knowledge Review

Target: Minimize the KL divergence of the previous and current epoch’s prediction distribution.

Optimize: only transfer and distill the knowledge that is correctly classified

define a correctly classified instances (CCI) set containing all correctly classified instances as:

Re-write: 



Method- Knowledge Summary

Humans are adept at summarizing connections and distinctions between knowledge.

However, under a long-tail distribution training setting, this supervision can mislead the model to 
misclassify a tail class as a head class. For example:



Method- Knowledge Summary

Solution: Knowledge Summary Module

for C-th class, calculate the class center of 𝑓௖ by the median of all features across the C-th class:

calculate the correlation feature label by cosine similarity and reconstruct the label 𝑦ො:

KS loss：



Method- Knowledge Correction



Method- Knowledge Correction

Solution: Knowledge Correction Module

final gradient update formula:



Experiments

Baselines.
re-balancing: cRT,LWS
multi-branch models: BBN,BSCE,LDAM
ensemble learning:NCL,RIDE,SADE



Experiments

Many (with more than 100 images)
Medium (with 20 to 100 images)
Few (with less than 20 images)



Experiments



Experiments



Component Analysis and Ablation Study



Component Analysis and Ablation Study



Thanks


