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Semi-supervised Multi-label Learning with Balanced Binary 

Angular Margin Loss



Background

• Multi-label learning is designed to tackle situations where each 

instance can be associated with multiple class labels, as opposed 

to traditional single-label learning where each instance is 

assigned with a single label.

• Dog
• Cat
• Tree
• Cloud
• Flower
• Rock
• …



Background

• Semi-supervised learning (SSL) aims to leverage the information of enormous 

unlabeled samples. Semi-supervised multi-label learning (SSMLL) is a 

combination of multi-label learning and semi-supervised learning.
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Estimating label angle variances

How to approximate
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Negative Sampling

the nearest neighbor negative sample sets

the negative sample set of category k

the final negative sample sets
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