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Background

OOD/OSR: 
• Correctly classify ID (in-distribution) samples + reject OOD (out-of-distribution) samples

▶

▶Test-Time Adaptation (TTA):
• TTA adapts the trained model to the novel data by updating its parameters with a mini-batch 

or full unlabeled test data during testing. 
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Motivation



Method

It can perfectly rank ID and OOD samples:

If the error distorted the ranking:

detectors make mistakes

Ranking problem:▶

Aim: estimate the β from the feature-score pairs (𝑧௜, 𝑠௜) 

get a more precise estimation of 𝑠

Model OOD score:▶

Suppose there exist a groundtruth OOD score:



Method

▶RTL

then

▶RTL++ When OOD methods do not work good enough,  

introducing an explicit data-dependent variable 𝛾௜

to model this small amount of large error

sparse
Aim: find samples with zero 𝛾௜ to fit β



Method

Suppose all 𝛾௜ are resolved, we can get closed-form estimation of  β

Simplify the objective to Lasso

Define projection and

Choose the most reliable subset to estimate β▶



Method

Online RTL▶

Recall that

Two batch data pairs:
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Thank you!


