
Nanjing University of Aeronautics and Astronautics

CVPR 2023



Pretraining-Finetuning Paradigm

An unrealistic assumption: we already know 
which samples should be labeled.



Active Learning

 Uncertainty-based sampling

• Least-confidence
• Margin
• Entropy
• MC-dropout

 Diversity-based sampling

• CoreSet

 Challenges: more limited annotation proportion (e.g., <10%). 
• From-scratch training does not fit the pretraining-finetuning paradigm.
• Batch-selection strategy leads to harmful bias inside the selection process.



Active Finetuning

 Differences: 
• The size of the sampled subset is relatively small.
• Access to the pretrained model is available.
• No access to any labels before data selection.
• Selected samples are directly applied to the finetuning of the pretrained model.



Data Selection with Parametric Model 
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The goal of active finetuning is to find ௢௣௧ minimizing the expectation model error.
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 Samples are selected under the guidance two basic intuitions:
• Bringing close the distributions between the selected subset ௌ

௨ and the original 
pool ௨

௨

• Maintaining the diversity of ௌ
௨

Data Selection with Parametric Model 

௨ ௙ೠ ௜ ௜ ଴ : is the normalized feature ௨
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 Our goal is to find the optimal selection strategy as:
is discrete selection strategy
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 The goal is written as:



 Consider the parametric model ఏೄ
as a mixture model with components:

Parametric Model Optimization

 For each ௜
௨, there exists a ௌ

௖೔ most similar (and closest) to ௜:



 The parametric model ఏೄ
for ௜

௨ can be approximated as:

Parametric Model Optimization

 The two distributions ௙ೠ ఏೄ
can be brought close by minimizing the KL-divergence :

 Therefore, the first term in ௌ, ௢௣௧ is derived as:

Severe collapse problem

An extra regularization term is needed to ensure the diversity of selected subset.



 The second term in ௌ, ௢௣௧ is derived as :

Parametric Model Optimization

 At this point, we can solve ௌ, ௢௣௧ by optimizing the following loss function continuously:

 Find feature ௌ೔ ௜∈ ஻
with the highest similarity to ௌ

௝ :



Relation to Earth Mover’s Distance



Relation to Earth Mover’s Distance

 The EMD between ௙ೠ
, ௙ೄ

is written as :

 It is intuitive to come up with the infimum, 
i.e. each ௜ ௙ೠ

transports to their closest 
௦ೕ ௙ೄ

:



Method: ActiveFT
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