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Training Strategies: Pre-training
CC3M LAION数据集



Training Strategies: Fine-tuning datasets



Outcomes

The models with “†” and “††” denote pre-training with CLIP
and DoCo respectively, which are optimized with
the same datasets and experimental settings for a fair comparison.

Accuracy----准确率
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Average Normalized 
Levenshtein Similarity 
(ANLS)----平均归一化
Levenshtein相似度
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Relaxed Accuracy-
---放宽标准度
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F1-score----精确率（
Precision）和召回率
（Recall）的调和平
均值



Outcomes
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Consensus-based 
Image Description 
Evaluation (CIDEr)---
基于共识的图像描述
评估



Outcomes

Qualitative results between CLIP (“†”) and DoCo (“††”). Crucial regions are enlarged for 
clearer visualization.



Ablation Study 
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