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Motivation

Noisy label methods :

• Explicitly model the noise signal. Noise modeling techniques aim to learn the 
function that governs the noisy annotation process explicitly during training, 
inverting it during inference to obtain the clean labels.

• Rely on implicit network dynamics to correct or ignore the wrong labels. Implicit-
dynamics based approaches operate under the assumption that wrong labels are 
harder to learn than the correct labels.



Introduction

Noisy label learning with privileged information (PI):

PI is defined as additional features available at training time but not at test time. PI may include 
information about the annotator, such as their ID or experience; or about the process itself, such as 
the annotation duration or confidence.

Privileged Information 

However, current PI methods can sometimes lag behind in performance with respect to no-PI 
baselines. The main reason is that these methods still try to learn the noise predictive distribution 

by marginalizing a in , when they should aim to learn the clean distribution 
directly.
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Method

During training, Pi-DUAL factorizes its output logits into two terms, i.e.,

Method Description

Moreover, we augment the available PI features with a unique random identifier for each training 
sample to help the network explain away the missing factors of the noise using this identifier. During 
inference, when PI is not available, Pi-DUAL relies solely on ఏ(x) to predict the clean label y.

Previous methods tend to directly expose the no-PI term ఏ to the noisy labels, e.g., through 
ఏ which can thus lead to an overfitting to the noisy labels based on x. In contrast, Pi-DUAL 

instead solves

and never explicitly forces ఏ to fit all ’s.



Method

Method Description

Another important advantage of Pi-DUAL is that it explicitly learns to model noise signal in training 
set. This makes it more interpretable than implicit-dynamics methods like TRAM, and puts it on par 
with state-of-the-art noise modeling methods. However, as Pi-DUAL can leverage PI to model noise 
signal, it exhibits a much better noise detection performance than no-PI methods, while at the same 
time allowing it to scale to datasets with millions of datapoints, as it does not require to store 
individual parameters for each sample in the training set to effectively learn the label noise.

Our design allows the model to predict clean label for all training samples without incurring loss 
penalty, as it can fit the residual noise signal with          .

TRAM



Method

Noise Detection 

After training, we collect confidence estimates of the prediction network on the observed noisy labels 
, i.e., with ఏ , for the training samples and threshold the confidences to distinguish 

the correctly and incorrectly labeled examples. 

If its confidence on an observed label is high, then it is highly likely that the sample is correctly 
labeled, i.e., = y; but if it is low, then probably the label is wrong.



Method

Theoretical Insights

To show that Pi-DUAL is a robust estimator in the presence of label noise as its risk depends less 
severely on the number of wrong labels, we study the theoretical behavior of the predictor 
ఏ,ఝ,ట within a simplified linear regression setting. More specifically, we consider the setting 

where the clean and noisy targets are respectively generated from two Gaussian distributions 
் ∗ ଶ and ் ∗ ଶ , for two weight vectors ( ∗, ∗) parameterizing linearly their means.

We compare two estimators, Pi-DUAL and an ordinary least squares estimator (OLS) that ignores 
the side information . 

Consider n samples from the above Gaussian models with targets y γ∗ ∗ γ∗ ∗ ε, 
the contributions of the standard and PI features are respectively ∗  and ∗ , while 
γ∗ × is a diagonal mask that indicates which contribution each entry in y corresponds to. 
Denoting ∗ ∗ ∗, it can be shown that the risk of the OLS estimator has a bias term 
scaling with γ∗ ∗ , while the risk of Pi-DUAL using an arbitrary diagonal mask γ ×

has a bias term that depends on γ∗ γ ∗ , which only scales with the number of 
disagreements with respect to the ground-truth γ∗.
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Ablation Study
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