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Prelude

• Bias is a reflection of real-world structure, but they affect the fairness of the model and 
may also lead to a decrease in the model's generalizability in real-world applications.

• Format：
 spurious correlation
 distribution shift
 Shortcut learning

• Way：
 Inductive Bias [No free lunch theorem]

• Aspect：
• Known bias
• Unknown bias

[1] Geirhos R et al. Shortcut learning in deep neural networks. (Nature Machine Intelligence, 2020)
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Statistical aspects  
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If is a complete bias from , then the goal is to make and as 
independent as possible

• Random experiment
•

• B ௄௅
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Fair data space

◦ Constructing a fair dataset by GAN-based data augmentation 

[2] Ramaswamy V V et al. Fair attribute classification through latent space de-biasing(CVPR2022).

• Assume: linearly differentiable in semantic properties

• Target: Learning interpretable operational directions, 
constructing complementary vectors
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Fair sampling distribution

• We want to guarantee ஽ ஽

[3] Qraitem M et al. Bias mimicking: A simple sampling approach for bias mitigation.(CVPR2023).

• Bias Mimicking: Given class “c”: 
Ensure that is ஽

“mimicked” in each other class
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Fair sampling distribution

How to Bias Mimick? 

[3] Qraitem M et al. Bias mimicking: A simple sampling approach for bias mitigation.(CVPR2023).

• constrain the solution space such 
that the solution retains the most 
number of samples. 

• obtain the set of solutions using a 
linear program. 

c: preserved class 
c′: mimicked class 
s: bias
l: count

Set of biases
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Fair sampling distribution

• How to train & inference?

[3] Qraitem M et al. Bias mimicking: A simple sampling approach for bias mitigation.(CVPR2023).

 Too many additional parameters

 The scores may not be calibrated with respect to each other
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Results

[3] Qraitem M et al. Bias mimicking: A simple sampling approach for bias mitigation.(CVPR2023).

• How sensitive is the model to the mimicking condition?

◦ 0%: distribution remains the same 
◦ 100%: Complete bias mimicking

The performance of the model is highly dependent on the 
degree of bias mimicry, particularly the bias conflict groups
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Fair network

[5] Kim B et al. Learning not to learn: Training deep neural networks with biased data.(CVPR2020).

• How does the bias affect model training？ The malignant bias attributes are 
easier to learn than the original task[5]

[4] Nam J et al. Learning from failure: De-biasing classifier from biased classifier.(NeurIPS2020).
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Fair network

[5] Kim B et al. Learning not to learn: Training deep neural networks with biased data.(CVPR2020).

• How to unlearn the malignant bias？

◦ Minimize the mutual information between 
feature embedding and target bias
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• Issues: How to capture the distribution of bias in a network?

◦ malignant bias

◦ Ultimate optimization goal 
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Fair network

[5] Kim B et al. Learning not to learn: Training deep neural networks with biased data.(CVPR2020).

Q
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What’s more? ———Uncertainty Modeling and Optimization

The data distribution is 𝑝. Optimize 𝜃 to find the model 𝑀(𝜃) that makes 
the evaluation function 𝑙 optimal

 Ignoring uncertainty

 Stochastic optimization  (Known about completely)

 Robust optimization   (Only basic information about )

 Distributionally robust optimization (Extraordinarily known distributional characteristics

Optimize to maximize the expected value of under 

Find the optimal solution when is the worst case

ERM:

Finding the worst distribution function that satisfies the 
uncertain parameter features

DRO: e.g. -divergence based
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What’s more? ———Uncertainty Modeling and Optimization

[6] Sagawa S et al. Distributionally robust neural networks for group shifts: on the importance of regularization 
for worst-case generalization.(ICLR2020).

ERM:

DRO:

Group DRO:

∆௠ is an (𝑚 −  1)-
dimensional 
probabilistic simplex
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From known to unknown

• Still need to know a priori information about the bias

• How to trick unknown bias?

◦ Unsupervised learning

◦ Self-supervised learning

◦ MLLM-based
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Aspect 1 ——Clustering

[7] Seo S, Lee J Y, Han B. Unsupervised learning of debiased representations with pseudo-attributes.(CVPR2022).

 Observation: 
For a particular attribute (other than the target attribute), samples with the same 
label tend to have similar representations in the feature space of a fully trained 
model

 Motivation : 
Define groups using biased pseudo-attribute information obtained 
through any clustering algorithm in the feature embedding space.

 Optimization goals : 

cluster membership
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Aspect 1——Clustering

[7] Seo S, Lee J Y, Han B. Unsupervised learning of debiased representations with pseudo-attributes.(CVPR2022).

Group DRO:

Revised version

Step1：Clustering the training samples in the feature embedding space of the fully 
optimized base model, assuming that each cluster corresponds to a bias 
pseudo-attribute

Step2：Weighting between groups considering the size and average difficulty of 
each cluster
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Aspect 2—Contrastive Approach

[8] Zhang M et al. Correct-n-contrast: A contrastive approach for improving robustness to spurious correlations.(CVPR2023).

 Observation: 
The worst population accuracy of the neural network in the false correlation case 
is closely related to its representation - i.e., the output of its last hidden layer - only 
to the extent that it relies on true labels rather than false attributes

 Motivation : 
By improving alignment while keeping the class mean error low, we can 
help improve the worst group error for the class

 New sampling scheme 

Samples with the same category but 
different spurious attributes as different 
“views” (anchors and positive samples) 
of the same category, and samples 
negative samples of data points with the 
same inferred spurious attributes but 
different categories
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Aspect 2—Contrastive Approach

[8] Zhang M et al. Correct-n-contrast: A contrastive approach for improving robustness to spurious correlations.(CVPR2023).
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Aspect 2—Theoretical proof

[8] Zhang M et al. Correct-n-contrast: A contrastive approach for improving robustness to spurious correlations.(CVPR2023).

 Motivation: 

Reducing alignment losses can narrow the gap between the worst 
and average group losses

 Metrics design: 

◦ Alignment loss

Degree to which samples with the same class but different spurious 
attributes map to neighborhood vectors

◦ Mutual information

Approximate MI between model-learned representations and labels
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Aspect 2—Theoretical proof

[8] Zhang M et al. Correct-n-contrast: A contrastive approach for improving robustness to spurious correlations.(CVPR2023).
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Aspect 2—Theoretical proof

[8] Zhang M et al. Correct-n-contrast: A contrastive approach for improving robustness to spurious correlations.(CVPR2023).

The upper bound of the loss gap between the worst and 
average groups is linearly and positively correlated with the 
largest cross-group alignment loss
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Aspect 2—Results

[8] Zhang M et al. Correct-n-contrast: A contrastive approach for improving robustness to spurious correlations.(CVPR2023).



22[9] Kim Y et al. Discovering and Mitigating Visual Biases through Keyword Explanation.(CVPR2024).

Aspect 3—Keyword Explanation

Unknown visual bias can't be interpreted Motivation: 

• Visualized spurious features that are not human-readable

• Thus, they are hard to be directly utilized for debiasing



23[9] Kim Y et al. Discovering and Mitigating Visual Biases through Keyword Explanation.(CVPR2024).

Aspect 3—Keyword Explanation

 Method: B2T: Bias-to-text

Step1: use ClipCap as our default captioning model

Step2: apply the YAKE algorithm to extract keywords

Text Preprocessing (Segmentation) --> Feature Extraction --> 
Individual Word Weight Calculation --> Candidate Keyword Generation



24[9] Kim Y et al. Discovering and Mitigating Visual Biases through Keyword Explanation.(CVPR2024).

Aspect 3—Keyword Explanation

 Method: B2T: Bias-to-text

Step3: verify that keywords represent bias by CLIP score

To measures the similarity between the keywords
and the incorrectly predicted images

Effect of the CLIP score (waterbird class)



25[9] Kim Y et al. Discovering and Mitigating Visual Biases through Keyword Explanation.(CVPR2024).

Aspect 3—Keyword Explanation

We first extract B2T keywords, then use them to various applications: 
 Debiased training
 CLIP prompting 

 Model comparison 
 Label diagnosis

• e.g.) 
“man” for CelebA blond 、
“forest” and “ocean” for 
Waterbirds、
“illustration” and 
“drawing” for IN-R 、
“snow” and “window”
for IN-C

 B2T discovers spurious 
correlations and 
distributions shifts



26[9] Kim Y et al. Discovering and Mitigating Visual Biases through Keyword Explanation.(CVPR2024).

Aspect 3—Keyword Explanation

We first extract B2T keywords, then use them to various applications: 
 Debiased training
 CLIP prompting 

 Model comparison 
 Label diagnosis

 Modify the cue by adding a 
keyword, e.g., “[class]'s photo”
in [group], where the keyword 
represents the name of the group

• Obtaining the average 
prompts embedding for a 
class in all groups

• Comparing broader class 
embeddings for image 
classification



27[9] Kim Y et al. Discovering and Mitigating Visual Biases through Keyword Explanation.(CVPR2024).

Aspect 3—Keyword Explanation

We first extract B2T keywords, then use them to various applications: 
 Debiased training
 CLIP prompting 

 Model comparison 
 Label diagnosis

 Bias keywords can be used 
to analyze and compare 
different classifiers based 
on their keywords

e.g.) architecture: ResNet vs. ViT



28[9] Kim Y et al. Discovering and Mitigating Visual Biases through Keyword Explanation.(CVPR2024).

Aspect 3—Keyword Explanation

We first extract B2T keywords, then use them to various applications: 
 Debiased training
 CLIP prompting 

 Model comparison 
 Label diagnosis

 B2T can diagnose common 
labeling errors, such as 
mislabeling and label 
ambiguities



Nanjing University of Aeronautics and Astronautics

THANKS


