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Background

Classifiers trained on a class-imbalanced set suffer from being biased toward the majority classes. 

Under semi-supervised learning (SSL) settings, the use of biased pseudo-labels for training:

- Classifiers of pseudo-label-based algorithms tend to be further biased.
- The use of biased pseudo-labels also decreases the quality of representations. 

The biased problem becomes more serious when the class distributions of the labeled and unlabeled sets 
differ significantly.



Background

Many class imbalanced SSL (CISSL) algorithms have been proposed. 

1. Fan et al. [7], Lee et al. [17], Wei et al. [26] assumed that the class distribution of the unlabeled set is 
known and the same as that of the labeled set, although the class distribution of the unlabeled set can be 
unknown in practice. E.g., STL-10  is collected from different periods are likely to have a class distribution 
mismatch. 

2. Some algorithms after the main training stage, 
they additionally used technique (proposed for fully supervised class-imbalanced learning) of Classifier 
Retraining (cRT) [11] or post-hoc logit-adjustment (LA). 

cRT: only the labeled set is used for training the classifier, cannot be learned interactively with (unlabeled) .

LA: not consider the unknown class distribution of the unlabeled set. When the class distribution of the 
unlabeled set is unknown and differs from that of the labeled set, may not re-balance the classifier.



Background

FixMatch

1) The proposed algorithm does not use hard pseudo-labels because entropy minimization of 
class predictions may cause the classifier to be biased towards certain classes.

2) The proposed algorithm does not use confidence threshold τ for FixMatch, enabling the 
utilization of all unlabeled samples.



Background

ReMixMatch

Does not employ the distribution alignment when the class distribution of the unlabeled set is 
unknown. 

Because:
- The labeled and unlabeled sets can potentially have different class distributions. 
- This modification helps prevent the generation of low-quality pseudo-labels in situations.

denotes the moving average of the class 
probabilities predicted over the last 128 
unlabeled minibatches.

the class distribution of 
the labeled set

sharpens

distribution alignment 



Motivation

For an image irrelevant to the learned features, the predicted class 
probabilities are expected to be uniform across classes. 

However, this may not be true when the training set is class imbalanced 
because the classifier tends to be biased towards the majority classes.

It assume that the solid color image does not have the features learned from 
the training set. 

Then, the class probabilities for the solid color image can be thought of as 
predicted based solely on the classifier’s biased degree towards each class



Method

Refinement of pseudo-labels during training



Method

Refinement of biased class predictions during testing

CDMAD as a CISSL extension of post-hoc logitadjustment (LA)

proven to be Fisher consistent for minimizing the balanced error rate (BER)



Experiment

importance of using the unlabeled set

mitigated class imbalance but did not significantly improve the 
classification performance compared to the vanilla algorithm



Experiment

distribution alignment technique employed in 
ReMixMatch significantly degraded the quality 
of pseudo-labels



Experiment



Experiment

Based on the above findings, CDMAD can be considered as 
measuring the classifier’s biased degree by implicitly incorporating 
the class distributions of both labeled and unlabeled sets.



Experiment

outside the range [0, 255]

This may be because the parameters of the distributions (e.g., 
mean and standard deviation of a normal distribution) used to 
generate random pixels may be related to specific classes.

the classification of images is related to their color.

Non-image > white > other solid color > distribution



Thank you


