
AETTA: Label-Free Accuracy Estimation for Test-Time Adaptation

CVPR 2024



Background

• TTA faces challenges of adaptation failures due 
to its reliance on blind adaptation to unknown 
test samples in dynamic scenarios.

• Traditional methods for out-of-distribution 
performance estimation are limited by 
unrealistic assumptions in the TTA context, 
such as requiring labeled data or re-training 
models.

• To address this issue, we propose AETTA, a 
label-free accuracy estimation algorithm for 
TTA.
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We define a confidence-prediction calibration 
assumption, indicating that the value of  ̃h 
for a particular class equals the probability of 
the sample having the same ground-truth 
label.
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Adaptation failures in TTA are often coupled with overconfident incorrect predictions
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Robust Disagreement Equality
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Accuracy Estimation for TTA
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Qualitative Analysis
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Impact of Hyperparameter
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Case Study: Model Recovery

Problem
The deployment of TTA algorithms encounters a significant challenge when exposed to extreme test streams, 
such as continuously changing corruptions.

two cases: (1) consecutive low accuracies and (2) sudden accuracy drop.

Solution

First,we reset the model if the five recent consecutive estimated accuracies (e.g., t − 4, · · · , t) are lower 
than the five previous consecutive estimations (e.g., t − 9, · · · , t − 5). This way, we can detect the gradual 
degradation of TTA accuracy.

Second, we apply hard lower-bound thresholding, which resets the model if the estimated accuracy is below 
the threshold.This could prevent catastrophic failure of TTA algorithms.
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