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Motivation

 Most multimodal transformer-based methods have a common assumption on the 

data completeness, which may not hold in practice due to the privacy, device, or 

security constraints.

 transformers pretrained on large-scale datasets are frequently adopted as back-

bone and finetuned for addressing various downstream tasks, thanks to the strong 

generalizability of transformers. However, as the model size of transformers 

increases, finetuning becomes significantly expensive and is even not feasible for 

practitioners due to the limited computation resources in most realworld appli-

cations.



Introduction

missing-modality scenarios

• data sample

• learning phases

(training, testing, or both)

training cost

prompt learning method



Problem Definition

• To be the simplest but without loss of generality, the author considers a multimodal dataset 

consisting of modalities ଵ and ଶ (e.g., image and text). 

• Given a multimodal dataset ௖ ௠భ ௠మ , the author denotes ௖
௜
௠భ

௜
௠మ

௜ as the 

modality-complete subset, while ௠భ
௝
௠భ

௝ and ௠మ
௞
௠మ

௞ are denoted 

respectively as the modality-incomplete subsets (e.g., text-only and image-only) where one 

modality is missing. 

• To preserve the format of multimodal inputs, the author simply assigns dummy inputs ௠భ, ௠మ

(e.g., empty string/pixel for texts/images) to the missing-modality data and obtain

௠భ
௝
௠భ

௝
௠మ

௝ , ௠మ
௞
௠భ

௞
௠మ

௞ . 

• Therefore, the multimodal data with missing modality can be reformed as ௖ ௠భ ௠మ .



Framework



Framework

backbone:ViLT(untrainable)
In order to tackle the missing modality, the author proposes missing-aware prompts to instruct the pretrained 
model’s prediction with different input cases. These prompts are assigned according to the missing case of input 
data and attached to multiple blocks of the multimodal transformer.

Given a pretrained multimodal transformer ఏ with N consecutive MSA layers, the author denotes the input 
embedding features of the -th MSA layer as ௜ ௅×ௗ with input length L and embedding 
dimension d. 

The missing-aware prompts ௠
௜ ௅೛×ௗ are attached to the -th layer, where ௣ is the prompt length, d is the 

embedding dimension, and ଵ ଶ represents different missing-modality cases. 

Finally, the missing-aware prompts are attached to the embedding features along with the input-length dimen-

sion to form extended features ௣
௜ :



Framework

For model training, the author froze all the parameters ఏ of the multimodal transformer except for the task-

specific layers ఏ೟ (i.e., pooler layer and fully-connected layer), in order to output corresponding predictions 

based on each visual perception task. 

Moreover, the author denotes ௣ as the parameters of missing-aware prompts. The overall objective with 

trainable parameters is defined as:

௜
௠భ

௜
௠మ is the multimodal input pair with missing-modality cases, and ௧௔௦௞ represents the task-

specific multimodal objective, e.g., binary cross-entropy loss for movie genre classification.



Method

Since the input modality may be missing, studying the proper configuration to attach prompts is of 

great importance. The author introduces two configurations of prompts: input-level prompting and 

attention-level prompting.



Method

the author split the prompt into two sub-prompts ௞
௜

௩
௜ with the same sequence length

௅೛

ଶ
and 

prepend them to the key and value vectors respectively.
the author denotes the query, key and value for the MSA layer as:

where ொ
௜

௄
௜

௏
௜ ௗ×ௗ is the projection weights for MSA layers. Then, the author can 

define the prompt function for attention-level prompts as:



Method

 Multi-layer prompting and locations where to attach prompts

where ௠
௜ is the prmopt attaching to the input sequence (input-level) or MSA layer (attention-

level) of the -th layer in transformers, and  is                                           the total number of 

layers with prompts.

Instead of attaching prompts to either whole layers or only the first layer, the author empirically 

finds that early half of layers is the best location starting from the first layer

ே

ଶ
with ௣

ே

ଶ
.



Experiment

 Datasets

MM-IMDb ,UPMC Food-101, Hateful Memes

 Metrics

different classification tasks

For MM-IMDb , F1-Macro is adopted to measure the multi-label classification performance; 

For UPMC Food-101, the metric is the classification accuracy; 

For Hateful Memes , the metric is Area Underthe Receiver Operating Characteristic Curve (AUROC)
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