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Partial Label Learning with a Partner



Background

Partial Label Learning 
(PLL)

Partial label learning (PLL), also known as superset-label learning or ambiguous label 
learning, is a representative weakly supervised learning framework which learns from 
inaccurate supervision information. 
In partial label learning, each instance is associated with a set of candidate labels with 
only one being ground-truth and others being false positive. 
As the ground-truth label of a sample conceals in the corresponding candidate label set, 
which can not be directly acquired during the training process, partial label learning task 
is a quite challenging problem.



Related work

Averaging-based 
approaches 

Such as PL-KNN(2005) averages the candidate labels of neighboring samples to make the 
prediction.

Identification-based 
approaches

The ground-truth label is treated as a latent variable and can be identified through 
an iterative optimization procedure such as EM. Labeling confidence based strategy 
is proposed in many state-of-the-art identification based approaches for better 
disambiguation.

Deep-learning based 
models

PICO(2022) is a contrastive learning-based approach devised to tackle label ambiguity in 
partial label learning.
PRODEN(2020) is a model where the simultaneous updating of the model and 
identification of true labels are seamlessly integrated.

To tackle the mentioned challenge, existing works mainly focus on disambiguation



Motivation

However, a significant yet rarely studied question arises in the context of such 
algorithms: can a classifier correct a false positive candidate label (i.e., invalid candidate 
label) with a large or upward-trending labeling confidence at a later stage?

(a). For a false positive candidate 
label with a large labeling confidence, 
although its confidence may 
decrease properly, it could still be 
larger than the ground-truth one’s.

(b). The labeling confidence of a 
false positive candidate label keeps 
increasing and becomes the largest, 
which misleads the final prediction.



Method

Denote 𝑋 = 𝑥ଵ, 𝑥ଶ, … , 𝑥
் ∈ ℝ× the sample matrix with 𝑛 instances, and 𝑌 =

𝑦ଵ, 𝑦ଶ, … , 𝑦
் ∈ 0,1 × the partial label matrix with 𝑙 labels, where 𝑦 = 1 (resp. 

𝑦  =  0) if the 𝑗-th label of 𝑥 resides in (resp. does not reside in) its candidate 
label set. Given the partial label data set 𝒟 = {𝑥, 𝑆|1 ≤ 𝑖 ≤ 𝑛}, the task of PLL is 
to learn a multi-class classifier 𝑓:  𝑋 → 𝑌 based on 𝒟.



Method

Base Classifier

Suppose 𝑃 = 𝑝ଵ, 𝑝ଶ, … , 𝑝
் ∈ ℝ× is the 

labeling confidence matrix.

𝑃 is initialized according to the base classifier. 
Otherwise, it is initialized as follows:

(1) ∑ 𝑝 = 1,
(2) 0 ≤ 𝑝 ≤ 𝑦.

Denote the modeling output matrix 𝑀 =
𝑚ଵ, 𝑚ଶ, … , 𝑚

் ∈ ℝ×.

𝑃 is updated to 𝑃ଵ through the following 
equation: Pଵ = 𝒯 𝒯 𝛼𝑃 + 1 − 𝛼 𝑀 ,
where 𝒯 𝑎 = max 0, 𝑎 , 𝒯 𝑎 = min {𝑦, 𝑎}.

Blurring Mechanism
𝑄ଵ = 𝜙 𝑒𝑃ଵ ⨀𝑌

where 𝜙 𝐴 = exp 𝑎 ×
, 𝑘 is a temperature 

parameter, ⨀ represents the Hadamard 
product.

Then normalize each row of 𝑄ଵ to satisfy the 
two constraints of labeling confidence, and 
output the result 𝑂ଵ ∈ ℝ×.



Method

Partner Classifier

Denote the non-candidate label matrix 𝑌 =

𝑦ො ×
where 𝑦ො = 0 (resp. 𝑦ො = 1) if the 𝑗-th

label is (resp. is not) in the candidate label set 
of 𝑥.

𝑃 = �̂�ଵ, �̂�ଶ, … , �̂�
் ∈ ℝ× the non-candidate 

labeling confidence matrix.
(1) ∑ �̂� = 𝑙 − 1 ,
(2) 𝑦ො ≤ �̂� ≤ 1.

Suppose 𝑊 = 𝑤ෝଵ, 𝑤ෝଶ, … , 𝑤ෝ
்

∈ ℝ× is the 
weight matrix, the partner classifier is 
formulated as follows:

where 𝑏 = 𝑏ଵ, 𝑏ଶ, … , 𝑏
்

∈ ℝ is the bias term,
1 ∈ ℝ is an all one vectors,
1× is an all one matrix with size 𝑛 × 𝑙,
𝜆 is a hyper-parameter trading off these terms,

𝑊
ி

is the Frobenius norm of the weight 

matrix.
𝐶 ∈ ℝ× represents non-candidate labeling 
confidence, which is a temporary variable only 
used for optimization in the partner classifier.



Method

The Collaborative Term

The ideal state of 𝑝 is one-hot.
The ideal state of �̂� is zero-hot.
So, the smallest value of 𝑝

்�̂� is obtained when 
�̂� is zero-hot (𝑝 is one-hot).

where 𝛾 is a hyper-parameter.

The problem can be solved via an alternative 
and iterative manner.

The modeling output 𝑀 for the training data is
𝑀 = XW + 1𝑏்.

The non-candidate labeling confidence 𝑃 is 
updated to 𝑃ଵ following

𝑃ଵ = 𝒯ଵ 𝒯 𝛼𝑃 + 1 − 𝛼 𝑀

where 𝒯ଵ 𝑚 = min 1, 𝑚 , 𝒯 𝑚 = max {𝑦ො, 𝑚}.

Then get 𝑄ଵ = 𝜙 𝑒 1 − 𝑃ଵ ⨀𝑌 and normalize 

to 𝑂ଵ. 



Method

Update 𝑾 and 𝒃

With 𝐶 fixed, the problem w.r.t. 𝑊 and 𝑏 can be 
written as

min
ௐ ,

𝑋𝑊 + 1𝑏் − 𝐶
ி

ଶ
+ 𝜆 𝑊

ி

ଶ

which is a least square problem with the closed-
form solution as

𝑊 = 𝑋்𝑋 + 𝜆𝐼× 𝑋்𝐶

𝑏 =
1

𝑛
𝐶்1 − 𝑊 ்𝑋்1

where 𝐼× is the identity matrix with the size 𝑛 ×
𝑛.

Update C
With W and 𝑏 fixed, the 𝐶-subproblem can be 
formulated as

min


𝑋𝑊 + 1𝑏் − 𝐶
ி

ଶ
+ 𝛾𝑡𝑟(𝑂ଵ𝐶்)

𝑠. 𝑡. 𝑌 ≤ 𝐶 ≤ 1×, 𝐶1 = 𝑙 − 1 1

For simplicity, 𝑂ଵ is written as 𝑂 and 𝐽 = 𝑋𝑊 +

1𝑏்.
Notice that each row of 𝐶 is independent to other 
rows, therefore the problem can be solved row by 
row:

min


𝐶
்𝐶 + 𝛾𝑂 − 2𝐽

்𝐶

𝑠. 𝑡. 𝑌 ≤ 𝐶 ≤ 1, 𝐶1 = 𝑙 − 1
The problem is a standard Quadratic 
Programming (QP) problem, which can be solved 
by off-the-shelf QP tools.



Method

Kernel Extension
Denote 𝜙 ⋅ : ℝ → ℝ the feature mapping that 
maps the feature space to some higher 
dimension space with h dimensions.
Then we can rewrite as

min
ௐ ,

𝑍 ி
ଶ + 𝜆 𝑊

ி

ଶ

𝑠. 𝑡. 𝑍 = Φ𝑊 + 1𝑏் − 𝐶
where Φ = 𝜙 𝑥ଵ , 𝜙 𝑥ଶ , … , 𝜙 𝑥 .

Deep-learning Extension
Denote a model in ℬ with such architecture 𝑔(⋅), 
specifically, an additional model 𝑔ො(⋅) with the 
same architecture as 𝑔(⋅) is introduced as the 
partner classifier, which predicts the non-
candidate labeling confidence of each sample.

ℒ = −  1 − 𝑦 log 𝑔ො(𝑥)



ୀଵ

ℒ = −  𝑝�̂�



ୀଵ

Here, 𝑝 =
థ ೖ ௫ ⨀௬

థ ೖ ௫ ⨀௬ ଵ

, 

and �̂� = 1
் −

థ ೖ(ଵିො ௫ ) ⨀௬

థ ೖ(ଵିො ௫ ) ⨀௬ ଵ
.

The overall loss function is:
ℒ = ℒ + ℒ + 𝜇ℒ.
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