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FedBR: Improving Federated Learning on Heterogeneous 

Data via Local Learning Bias Reduction



Background

Federated Learning (FL)

FL can improve model’s performance
while protecting users’ privacy.



Background

Statistical Heterogeneity

Statistical heterogeneity refers to the case where the data 
distribution across clients in federated learning is inconsistent
and does not obey the same sampling, i.e., Non-IID.



Related work

FedAvg
(McMahan et al.,2016)

classic FL algorithm requires many communication rounds to train an effective global 
model.

FedProx
(Li et al.,2020)

adjusts the local training procedure to pull back local models from global model.

Local training

SCAFFOLD
(Karimireddy et al.,2020)

uses control variates (variance reduction) to correct for the client-drift in its local updates.

MOON
(Li et al., 2021)

has proposed to employ contrastive loss to reduce the distance between global and 
local features.



Related work

FedMix
(Yoon et al.,2021b) 

creates the privacy-protected augmentation data by averaging local batches and then 
applying Mixup (Zhang et al., 2018) (linear interpolation between actual data instances) 
in local iterations.

VHL 
(Tang et al., 2022) 

relies on the created virtual data with labels and forces the local features to be close to 
the features of same-class virtual data.

Data augmentation



Motivation

Bias caused by local updates
For FedAvg, the local models after local epochs could be biased, in detail,

• Biased local feature: For local feature extractor 𝐹(ȉ), and centralized trained global 
feature extractor 𝐹(ȉ), we have: 1) Given the data input 𝑋, 𝐹(𝑋) could deviate largely 
from 𝐹(𝑋). 2) Given the input from different data distributions 𝑋ଵ and 𝑋ଶ, 𝐹(𝑋ଵ) could 
be very similar or almost identical to 𝐹(𝑋ଶ). 

• Biased local classifier: After a sufficient number of iterations, local models classify 
all samples into only the classes that appeared in the local datasets.



Motivation

Defects in previous works for local learning bias

• FedProx defines local drifts as the differences in model weights, while 
SCAFFOLD considers gradient differences as client drifts. These methods, 
though have been effective on traditional optimization tasks, may only have 
marginal improvements on deep models.

• MOON minimizes the distance between global and local features, but its 
performance is limited because they use only the projection layer as part of the 
feature extractor, and the contrastive loss diminished without our designed max 
step.

• VHL defines local learning bias as the shift in features between samples of the 
same classes; however, this approach requires prior knowledge of local label 
information and results in a much larger virtual dataset, especially when 
increasing the number of classes.



Method

Overview of the FedBR
first projecting features onto spaces that can distinguish 
global and local feature best:

then 1) minimizing the distance between the global and 
local features of pseudo-data and maximizing distance 
between local features of pseudo-data and local data; 
2) minimize classification loss of both local data and 
pseudo-data:



Method

Overview of the FedBR



Method

Random Sample Mean (RSM)
One RSM sample of the pseudo-data is estimated through a weighted combination of a 

random subset of local samples, and the pseudo-label is set to 𝑦෦ =
ଵ


⋅ 1

Mixture of local samples and the sample mean of a proxy dataset (Mixture) 
This strategy relies on applying the procedure of RSM to irrelevant and globally shared 

proxy data. To guard the distribution distance between the pseudo-data and local data, 
one sample of the pseudo-data at each client is constructed by

Construction of the pseudo-data



Method

Component 1: Reducing Bias in Local Classifiers
implicitly mimic the global data distribution by using the pseudo-data constructed in to 

regularize the outputs and thus debias the classifier

Component 2: Reducing Bias in Local Features 
1. construct a projection layer as the critical step to distinguish features extracted by the 

global and local feature extractor: can be achieved by maximizing the distance 
between global and local features of pseudo-data and simultaneously minimizing the 
distance between local features of pseudo-data and local data.

2. minimize the local feature biases under the trained projection space, to enforce the 
learned local features of pseudo-data to be closer to the global features of pseudo-
data but far away from the local features of real local data.

Reducing bias components



Experiment

The superior performance of FedBR over existing FL and DG algorithms
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The superior performance of FedBR over existing FL and DG algorithms



Experiment

Performance on other aspects



Experiment

Comparison with VHL

1. FedBR always outperforms VHL. 
2. FedBR overcomes several shortcomings of 

VHL, e.g. the need for labeled virtual data 
and the large size of the virtual dataset.



Experiment

Ablation Study
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Ablation Study
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