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Introduction

 Humanlabeled rating scores simplifies the process of aesthetic perception.

User comments provide more comprehensive information and  human are better at 
expressing aesthetic preferences through natural language.

we propose learning image aesthetics from user comments, and exploring vision-language pretraining methods 
to learn multimodal aesthetic representations
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Contrastive Learning Objective

Generative Learning Objective

VILA-P
Preliminary of CoCa



VILA-P

Two-stage pretraining approach

 General Pretraining

 Aesthetic Pretraining

LAION-5B-English dataset

AVA-Captions dataset

650M images – text pairs

230k images  +   1.5M captions



VILA-R

IAA Formulation

Rank-based Adapter

triplet ranking loss：



Experiments



Experiments

 Effects of image-text pretraining rank-based adapter



Experiments

Zero-shot Aesthetic Style Classification AVA Comments Generation
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