W BRADIRSINESEE . _ P

[=\ TuREELIESSES PHI-.N [: B AR S eI AT
Fa® \ MIIT Key Laboratory of P!

\{‘I\\ m Pattern Analysis & Machine Intelligence

PAttern Recognition and NEuwral Computing

Multimodal Models
2. Diffusion Model




BIGRASHET SR 7E

PAttern Recognition and NEuwral Computing

I Background PHI‘NP_[:
Diffusion Models

Given a data point sampled from a real data distribution x¢ ~ g(x), let us define a forward diffusion process in
which we add small amount of Gaussian noise to the sample in T steps, producing a sequence of noisy samples
X1, ..., Xr. The step sizes are controlled by a variance schedule {3, < (0, 1)} T

/i
Q(xt\xt—l) = N(xt; vV 1 — Bixe a; Btl) Q(Xl:T|K0) = H Q(xt|xt—1)
t=1

The data sample xy gradually loses its distinguishable features as the step t becomes larger. Eventually when T—o0,
X7 1s equivalent to an isotropic Gaussian distribution.

"-.__.'"

‘\ Q(Xt\xt i} &

o -
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I Taxonomy PEIFNP_E

(a) Spatial Controllable T2l Generation (b) Text-based Editing

Image-level: a yellow fire hydrant

with & cartoon face drawn on it.
truckfis a red truck is
rked NEXt 10| parked in a

parking lot.

“Swap sunflowers with roses® “Add fireworks to the sky”
Ay —— : el

f

a yeliow fire
hydrant with a
faceonitand
black eyes.

(c) Text Prompts Following

“A paintiag of an
glepiiant with alasses”

A forse avd a dea”

stable i
Diffusion |

+Attend-
and-Excite

I Input images

More controllable, more editable, more accurate and more customization
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I Background PHFNP_[:

Stable Diffusion (2022-04) High-Resolution Image Synthesis with Latent Diffusion Models

Motivation: Since previous models typically operate directly in pixel space, optimization of powerful DMs often
consumes hundreds of GPU days and inference is expensive due to sequential evaluations. To enable DM training on

limited computational resources while retaining their quality and flexibility, we apply them in the latent space of
powerful pretrained autoencoders.

Latent Space B | (Conditioning > Before:

. Diffusion Process : emanti 5
R | Ma; B L = Em,mmo,l),t[lle - ee(a:t,t)uz}
Denoising U-Net €g ) 27 _Te_xt

| Repres | » After:
entations |

Lipm = ]Eg(w),ewj\f(ﬂ,l),t l”ﬁ — €2t ’5)”3]

- » Conditional image generation by Cross-Attention:

Pixel Space) | ( A .
el i :Attention(Q K, V') = softmax (Q—KT) -V |
Bd| K e ; R A Vd ':

denoising step crossattention  switch  skip connection concat “~— ./ TTTTTTTTTTo T oo oo oo oo s s mmmm s s ne e

Text embedding as K and V, image embedding as Q

Basic paradigm of diffusion
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I Methods — Controllable Generation PHFNP_['.
GLIGEN (2023-04) GLIGEN: Open-Set Grounded Text-to-Image Generation

Motivation: Extend the functionality of existing pre-trained text-to-image diffusion models by enabling them to also
be conditioned on grounding inputs.

Caption: “A woman srttnng in a restaurant with a pizza in front of her (b) Caption: “A dog f ird / helmet / backpack is on the grass”
Grounded text: table, pizza, person, wall, paper, window, bottle, cup Grounded image: red inset

Caption: “Elon Musk and Emma Watson on a movie poster” (d) Caption: “a baby girl / monkey / Hormer Simpson / is scratching her/its head”

Grounded text: Elon Musk, Emma Watson; Grounded style image: blue inset Grounded keypoints: plotted dots on the left image
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GLIGEN (2023-04) GLIGEN: Open-Set Grounded Text-to-Image Generation

Ci L;
- Text o] - I Denote the semantic information of the grounding entity as e,

Co Grounding
+ |box| = . . .
o] - B rogens which can be described either through text or an example

+ box =

a bride and groom
are about to cut =——/
their wedding cake ‘

;. T W Y

| [
Visual Caption . Grounding

Caption
Tokens

Gated Self-Attention

image and as [ the grounding spatial configuration.

Instruction: y = (¢, e), with
Caption: ¢ = [¢1,-- ,cg]
Grounding: e = [(e1,11), -, (en,IN)]
Grounding Tokens

h® = MLP( fiext(€), Fourier(l))

Also support Keypoints control

Gated Self-Attention. Insert gated self-attention between
SA layers and CA layers

v = v+ (- tanh(y) - TS(SelfAttn([v, h°]))

TS(+) 1s a token selection operation that considers visual tokens
only, B is introduced during inference to improve controllability.
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I Methods — Controllable Generation PHFNP_[:
T2I-Adapter (2023-05) T2I-Adapter: Learning Adapters to Dig out More Controllable Ability for Text-to-Image Diffusion Models

Motivation: Relying solely on text prompts cannot fully take advantage of the knowledge learned by the model,
especially when flexible and accurate controlling (e.g., color and structure) is needed.

A car with flymg wings"
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I Methods — Controllable Generation PHFNP_[:
T2I-Adapter (2023-05) T2I-Adapter: Learning Adapters to Dig out More Controllable Ability for Text-to-Image Diffusion Models

:éﬁ Frozen Stable Diffusion

= ( =1
Denoising
5]
b=
A
Denoising
) U-Net :

R [ B
! 1 + - : E - _______________
Trainable T2I-Adapter Details Joy : 4

/

. __w J; |T21-Adapters
/

CRR

In each scale, one convolution layer and two residual blocks (RB) are utilized to extract the condition feature Fy.
Finally, multi-scale condition features F. = {F. , F._, F._, F¢, } are formed.

F. = Fap(C) Fi =F__+F ic{1,23,4}

Conv

RB

RB
==l ,,

Conv

Condition —»

@
&
Z
5
o]
e
[=9)

Scale 1 (64%64) Scale 4 (8X8)

______________________________
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ParN,C !

ControlNet (2023-09) Adding Conditional Control to Text-to-Image Diffusion Models

Prompt ¢; Time
0o

Text | | Time
Encoder| | Encoder

Condition ¢

zero convolution

y &

Input z;

|

SD Encoder Block A
64)( 64

¥
Prompt&Time T
]
3D Encoder Block A
64x 64 (trainable copy)

8) =
[

] 3 SD Encoder Block B .
32x32 (trainable copy)

SD Encoder Block C
16x16 [

SD Encoder Block B
32x 32 a

3 SD Encoder Block C 3
16x16 (trainable copy)

SD Encoder 8
Block D 8x8

SD Middle
Block 8x8

SD Decoder &l

x3

SD Encoder Block D
8x8& (trainable copy)
SD Middle Block
8x8 (trainable copy)

zero convolution

Block D 8x8 é——————— zero convolution  *3
|0 Decodietiock %3 ¢———— zero convolution x3
16x16 &
=R BeenilhF BIRCE B %3 ¢——i zero convolution %3
32x32
Shibeeoder Bigck a| x3< zero convolution x3
64x64
Output €5(z, £, ¢, cr)
(a) Stable Diffusion (b) ControlNet

“masterpiece of fairy tale, giant deer, golden antlers”

Input Canny edge “..., quaint city Galic”

]
“chef in kitchen”

“Lincoln statue”

Input human pose Default
A feature map x is transformed into another feature map y as
y = F(z;0).
With the introduction of two zero convolutions:
Yo = F(x;0) + Z(F(xz + Z(¢;0,);0.);0)
In the first training step, since both the weight and bias parameters of
a zero convolution layer are initialized to zero, so Yc = Y-
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Methods — Editing ParN.C
Blended Latent Diffusion (2023-04)

Motivation: Using mask and text to edit original picture.

Input image Input mask “a man with “a man with “a muscular man
a red suit” a yellow sweater”  with a blue shirt”

Input image Input mask “gravestone” “toy truck” “snake

LT

S

a horror book a children’s book a romantic novel Input image Input mask “beach” “big mountain” “The Great
named CVPR titled ECCV titled SIGGRAPH Pyramid of Giza”

SRSEER o

Input image

Input imgc Input mask Prediction 1 Prediction 2 Prediction 3

Original image Scribbled image Mask Prediction 1 Prediction 2
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I Methods — Editing ParN.C
Blended Latent Diffusion (2023-04)
Objective: Modify the foreground objects while keeping the remaining parts unchanged.

"a huge avocado”

¢ Y

—» Encoder ’—> Zint  ——noise(k) —» 7t —‘ dencise —» Zt1qg

' > Decoder

noise(t-1) ——»  Zi_q ng

Blended Latent Diffusion Output
Downsamplei

Inputs Miatent = downsample(m)
Ziit ~ E(x)
Z) ~ noise(Znit, k)
for all ¢ from k to 0 do
zfy ~ denoise(zt, d, t)
Zpg ~ noise(Zinit, )
Zt < Zf5 © Migrent + Zpg © (1 — Migyent)
end for
x = D(z)
return x

Input: source image x, target text description d, input mask m, diffusion
steps k.

Output: edited image X that differs from input image x inside area m
according to text description d
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I Methods — Editing ParN.C

Imagic (2023-05) Imagic: Text-Based Real Image Editing with Diffusion Models

(A) Text Embedding Optimization (B) Model Fine-Tuning

Reconstruction Loss Reconstruction Loss
e e S e e S

Pre-Trained
Diffusion Model

Pre-Trained
opi—> Diffusion Model
Optimized Emb €opt

(C) Interpolation & Generation
Eapt
o nEN :
T[] [ —— ek,fj S +llll I - Fine-Tuned
ml | Bt : Diffusion Process
"A bird spreading wings." ﬁ—

Cigt Copt Output

+ noise

h 5 =i, — i
+ noise

Input

Target Emb ©igt

Figure 3. Schematic description of Imagic. Given a real image and a target text prompt: (A) We encode the target text and get the initial
text embedding e g4+, then optimize it to reconstruct the input image, obtaining e,pt; (B) We then fine-tune the generative model to improve
fidelity to the input image while fixing €opt; (C) Finally, we interpolate eop: with eiq4: to generate the final editing result.

Every edit needs to fine-tune pretrained diffusion model and text embedding.
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I Methods — Editing ParN.C
Prompt-to-Prompt (2022-08) Prompt-to-Prompt Image Editing with Cross Attention Control

Motivation: Pursue an intuitive prompt-to-prompt editing framework, where the edits are controlled by text only.

“clildren drowing of a castle next to a river.” a cake with,decorations.
Jelly bedng
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I Methods — Editing ParN.C

Prompt-to-Prompt (2022-08) Prompt-to-Prompt Image Editing with Cross Attention Control

R
e
Pixel features Pixel Queries Tokens Keys ?;55@ & Tokens Values Output
: (from Prompt) _ (from Prompt) .
Ll e |1 X | _ | —» X | _ 1 _ ] —» [
6 (21) Q K M, ¥ ¢ ()

Text to Image Cross Attention

M i M,
Word Swap Adding a New Phrase Attention Re—weighting
A softer attention constrain: Attention Re—weighting
My ift<rT 5= 7
Edit(M,, M}, t) = ¢ , ] i c- (M)s,; if j = 5*
Mz, M) {Mt otherwise. (Edit (M, M{ 1)), ; == {(M(f)_f,} . otherwise
L] e

The composition is determined in the early steps of the diffusion process
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Methods — Editing ParN.C
Concept Sliders (2023-11) Concept Sliders: LoRA Adaptors for Precise Control in Diffusion Models

Motivation: Identify a low-rank parameter direction corresponding to one concept while minimizing interference with
other attributes.
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Concept Sliders (2023-11) Concept Sliders: LoRA Adaptors for Precise Control in Diffusion Models

LoRA Shder

Parameters () The proposed score function shifts the distribution
of the target concept ct to exhibit more attributes of

c, and fewer attributes of c_.

L2
Loss

Frozen
(% €y 1) Original SD €g(Xis Cpp 1)

/\---, eo= (X, ct,t) < e9(X, ¢, 1) +
n(eg(X,cy,t) —eg(X,c_,t))

A single prompt pair can sometimes identify a
& B direction that is entangled with other undesired
attributes. We therefore incorporate a set of

*‘-1
1
{ ]
[ ]
]
[ ]
{ |
]
[ ]

q

‘-_

F{-}*( TE) ;: I) 5 ﬂleﬂ*(xp -|-1 E.q*(xp

“Person” "0l Young preservation concepts p € P (for example, race
...................................................................................... names while editing age) to constrain the
¢, — Target concept C, — Attribute to ¢c_— Attribute to optimization.
enhance suppress
- - - -» Inference without slider — [nference with slider €o- (X, 1, 1) < ea(X,cp,t) +

n Y (ea(X,(cq,p),t) —ea(X, (c—,p), 1))

peP
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I Aside ParN.C

LoRa: Low-Rank Adaptation

Freezes the pretrained model weights and injects trainable rank decomposition matrices into each layer of the
Transformer architecture, greatly reducing the number of trainable parameters for downstream tasks.

For a pre-trained weight matrix W, € R**¥ | we constrain its

update by representing the latter with a low-rank decomposition

Pretrained Wy, + AW = W, + BA, where B € R**", A € R"™X and
Weights the rank r < min(d, k)

W € R4xd During inference time:
h=Wyx+ AWx = Wyox + BAx
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I Methods — More Faithful to Prompt ParN.C

Structured Diffusion (2023-02) Training-Free Structured Diffusion Guidance for Compositional Text-to-Image Synthesis
Motivation: Keys and values in cross-attention layers have strong semantic meanings associated with object layouts and
content. Therefore, by manipulating the cross-attention representations based on linguistic insights, we can better preserve
the compositional semantics in the generated image.

Stable
Diffusion R
Ours
A red car and a white sheep. A brown bench sits in front of A blue backpack and a brown
an old white building elephant

Attribute leakage Interchanged attributes Missing objects



I Methods — More Faithful to Prompt

PHFN E | IETURR S ST
E ‘ PAttern Recognition and NEural L

Structured Diffusion (2023-02) Training-Free Structured Diffusion Guidance for Compositional Text-to-Image Synthesis

Prompt: A room with

blue walls and a — Tl
white sink.

|

e,

. Structured
: Representations

NE ¢, |

Constituency : [ NP, &5 ]
Tree : 7N\

V4
A room with blue walls and a white sink

Scene Graph

it

-
.....................

Condition Encoding Stage

W,

A room with blue walls and ...

e

<hos=> bm walls <pad> ..

!

—

[

i

Sequence Alignment

|

Ky

Query Q°

2D feature maps (unflattened for demo)
_—
h.

Attention
maps M*E

walls

oo
I:I:I:I:D—ﬁotzzi%%@
[TTTT+—

[TTTT1}—

Cross Attention Layers

Extract a collection of concepts from all hierarchical levels, and encode with CLIP text encoder

W= [Wpawla Wza i

. 1Wk‘:|1 Wi

CLIPey(c;), i =1,...k.

Embeddings between(bos)and(pad)are inserted into W, to create a new sequence, denoted as w; .

V= [frW), fy W1), ..., v Wi)] = [V, V1, ..., Vi,

i

(k1)

> (MV;),i=p,1,2,...,k

Computing
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I Methods — More Faithful to Prompt ParN.C

Structured Diffusion (2023-02) Training-Free Structured Diffusion Guidance for Compositional Text-to-Image Synthesis

| Constituency Parser | Scene Graph Parser
| CC-500 Prompt: A white sheep and a red car
Example 0
| “A white sheep”, “a red car” | “A white sheep”, “a red car”
‘ Prompt: A silver car with a black cat sleeping on top of it
Example 1 “A silver car”, “a black cat”, “A silver car”, “a black cat”, “top of it”,
“A silver car with a black cat” “a black cat sleeping on top of it”
| Prompt: A horse running in a white field next to a black and green pole
“A horse”, “a white field”, “A horse”, “a white field”,
Example 2 “a black and green pole”, “a black and green pole”,
“a white field next to a black and green pole” “A horse running in a white field”
| Prompt: Rice with red sauce with eggs over the top and orange slices on the side
“red sauce”, “the side”,
“red sauce”, “the side”, “the top and orange slices”,
Example 3 “the top and orange slices”, “Rice with red sauce”, “red sauce with eggs”,
“the top and orange slices on the side” “the top and orange slices on the side”,
“red sauce with eggs over the top and orange slices™
| Prompt: A pink scooter with a black seat next to a blue car
Example 4 | .. . L L § A pll"l‘k scfootcr s blqck seat”, “a bIL’I’C car’,
A pink scooter™, “a black seat”, “a blue car a pink scooter with a black seat”,
“a black seat next to a blue car”
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I Methods — More Faithful to Prompt ParN.C

Attend-and-Excite (2023-05) Attend-and-Excite: Attention-Based Semantic Guidance for Text-to-Image Diffusion Models

Motivation: Current state-of-the-art diffusion models may still fail in generating images that fully convey the semantics in
the given text prompt. These models mainly have two failures: Catastrophic Neglect and Incorrect Attribute Binding

“A yellow bowl and a blue cat” “A yellow bow and a brown bench”

Stable
Diffusion

SD with

Catastrophic Neglect Incorrect Attribute Binding
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I Methods — More Faithful to Prompt ParN.C

Attend-and-Excite (2023-05) Attend-and-Excite: Attention-Based Semantic Guidance for Text-to-Image Diffusion Models

VI IRGess Extracting the Cross-Attention Maps
“A lien with 5D Generated with . . T
2 crowm’” J}f e Attend-and-Excite Attention(Q, K, V') = softmax (%) %

The resulting aggregated map A; contains N spatial attention
maps, one for each of the tokens of P

R e . Obtaining Smooth Attention Maps

5?5—21’3:"?“’“"’“ e The model may not generate the full subject, but rather a patch
that resembles some part of the subject. We apply a Gaussian

filter, so that the attention value of the maximally-activated

patch is dependent on its neighboring patches

&k b A} « Gaussian(A3})

lion with

Loss Computation

(tokens “lion” ,"crowm”)

ANSSEAY
& 3 .

Performing On the Fly Optimization
For each subject token in S, our optimization encourages the
existence of at least one patch of A7 with a high activation value.

Simeothing Lo- V2 L =
arz) GlA?) L = max -£s where Ls = = ma_x(Ai)
i SES
e flon _ with a4 crown —— Shift the current latent z; by

g
z; «—zt—ay - Vg, L,

Attention Maps b
(+imestep +=D) ":‘:r Y ‘ f — 5

Wit
Atend-and-Excite
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ParN.C

Attend-and-Excite (2023-05) Attend-and-Excite: Attention-Based Semantic Guidance for Text-to-Image Diffusion Models

Algorithm 1 A Single Denoising Step using Attend-and-Excite

Input: A text prompt P, a set of subject token indices S, a
timestep t, a set of iterations for refinement {t,...,#;}, a set of
thresholds {T3, ..., T}, and a trained Stable Diffusion model SD.
Output: A noised latent z;_1 for the next timestep
_ Ay SD(Z;, P f)
A; < Softmax(A; — (sot))
fors € S do

A7 e A5 4 5]

A} « Gaussian(A3)

Ly 1 —max(A3)
end for
L « maxg(Ls)
zpe—zt—ar- Vg, L
if t € {t1,...,t} then > If performing iterative refinement at #

if £ >1— T; then

By =
Go to Step 1

end if
: end if
D s I e SD(Z;, P, f)
: Return z;_,

il - L O -

[ W S G G o e i ey
HOCEy R e 8 Bl e

If the attention values of a token do not reach a
certain value in the early denoising stages, the
corresponding object will not be generated.

We iteratively update z; until a pre-defined
minimum attention value is achieved for all subject
tokens.

A horse and a dog

Stable
Diffusion

+Attend-
and-Excite ,’- : ""':'
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I Methods — Customization PHI"NP_E

DreamBooth (2022-08) DreamBooth: Fine Tuning Text-to-Image Diffusion Models for Subject-Driven Generation

Motivation: These diffusion models lack the ability to mimic the appearance of subjects in a given reference set and
synthesize novel renditions of them in different contexts.

getﬁng a hadrcut

Input images

I want [that] in different contexts. ..
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I Methods — Customization PH[‘NE[:
DreamBooth (2022-08) DreamBooth: Fine Tuning Text-to-Image Diffusion Models for Subject-Driven Generation

Reconstruction Loss

............................. We use a simple structure to refer a customized
" V] dog” é concept or a special object
l "a [identifier] [class noun]”
This [identifier] has to be rare.
Tet — Image
m Find rare tokens in the vocabulary, and then invert
Shared — these tokens into text space, in order to minimize the
Input images (~3-5) Weights probability of the identifier having a strong prior.
s
Class-specific Prior Preservation Loss
Tet — Image Language drift: model slowly forgets how to generate
T subjects of the same class as the target subject.
" Ey c.c.e t[We]|%o(cux + os€, €) — x||5+

Awy ||Ro(prXpe + 00 €, Cpr) — Xpel|3],

Class-Specific Prior Preservation Loss

Where ¢p == I'(f(”a [class noun]”))
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I Methods — Customization PHI‘NE[:

Textual Inversion (2022-08) An Image is Worth One Word: Personalizing Text-to-Image Generation using Textual Inversion

( Input Sample )

{ “A photo of S*”}

A A v "
. | =
Tokenizer / ( v D:I:‘:l N\
r"! : | :
/ . | .
bbb e e
508 701 73 (*) / |
| /| 508 — vson TN
Y 1 L / i
701 — |(vyou ] [ 1]
Embedding Lockup : .
= = e ® x a/
hY
l A 1 A ( T
Vs V701 Vgg V. \(*)—’l\ U 1—’/
I
Text Transformer

Text Encoder

co(y)

\_Generator & /

\_Noised Sample /

Rather than fine-tuning the whole diffusion model, Textual Inversion only learn a special text embedding

Uy = arg min Ezwg(m)jyjcw_,\f({]jl)?t [HE — eg(2,t, 69(9))”% )
v
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Adversarial Diffusion Distillation (2023-11-28)

-~
SDXL Turbo U »
- Watch Later Share

How fast can you typ|

MORF VIDEOS
Play (k)

'& o) 0:00/024 & VYouTube L3




Thanks



