
Multimodal Models 

2. Diffusion Model



Background

Diffusion Models

Given a data point sampled from a real data distribution                  , let us define a forward diffusion process in 
which we add small amount of Gaussian noise to the sample in 𝑇 steps, producing a sequence of noisy samples

. The step sizes are controlled by a variance schedule 

The data sample 𝒙𝟎 gradually loses its distinguishable features as the step 𝑡 becomes larger. Eventually when 𝑇→∞,
𝒙𝑻 is equivalent to an isotropic Gaussian distribution.



Taxonomy

More controllable, more editable, more accurate and more customization



Background
Stable Diffusion (2022-04)

Motivation: Since previous models typically operate directly in pixel space, optimization of powerful DMs often 
consumes hundreds of GPU days and inference is expensive due to sequential evaluations. To enable DM training on 
limited computational resources while retaining their quality and flexibility, we apply them in the latent space of 
powerful pretrained autoencoders.

High-Resolution Image Synthesis with Latent Diffusion Models

Basic paradigm of diffusion

 Before:

 After:

 Conditional image generation by Cross-Attention:

Text embedding as K and V, image embedding as Q



Methods – Controllable Generation
GLIGEN (2023-04)

Motivation: Extend the functionality of existing pre-trained text-to-image diffusion models by enabling them to also 
be conditioned on grounding inputs. 

GLIGEN: Open-Set Grounded Text-to-Image Generation



Methods – Controllable Generation
GLIGEN (2023-04) GLIGEN: Open-Set Grounded Text-to-Image Generation

Denote the semantic information of the grounding entity as 𝑒, 
which can be described either through text or an example 
image and as 𝑙 the grounding spatial configuration.

𝑐 𝑙

Grounding Tokens

Also support Keypoints control

Gated Self-Attention. Insert gated self-attention between 
SA layers and CA layers

TS(·) is a token selection operation that considers visual tokens 
only, β is introduced during inference to improve controllability.



Methods – Controllable Generation
T2I-Adapter (2023-05)

Motivation: Relying solely on text prompts cannot fully take advantage of the knowledge learned by the model, 
especially when flexible and accurate controlling (e.g., color and structure) is needed.

T2I-Adapter: Learning Adapters to Dig out More Controllable Ability for Text-to-Image Diffusion Models



Methods – Controllable Generation
T2I-Adapter (2023-05)

In each scale, one convolution layer and two residual blocks (RB) are utilized to extract the condition feature 𝐅𝐤
𝐜. 

Finally, multi-scale condition features 𝐅𝐜 = {Fୡభ
, Fୡమ

, Fୡయ
, Fୡర

} are formed.

T2I-Adapter: Learning Adapters to Dig out More Controllable Ability for Text-to-Image Diffusion Models



Methods – Controllable Generation
ControlNet (2023-09) Adding Conditional Control to Text-to-Image Diffusion Models

A feature map 𝒙 is transformed into another feature map y as

In the first training step, since both the weight and bias parameters of 
a zero convolution layer are initialized to zero, so 

With the introduction of two zero convolutions:



Methods – Editing
Blended Latent Diffusion (2023-04)

Motivation: Using mask and text to edit original picture.



Methods – Editing
Blended Latent Diffusion (2023-04)

Objective: Modify the foreground objects while keeping the remaining parts unchanged.



Methods – Editing
Imagic (2023-05) Imagic: Text-Based Real Image Editing with Diffusion Models

Every edit needs to fine-tune pretrained diffusion model and text embedding.



Methods – Editing
Prompt-to-Prompt (2022-08) Prompt-to-Prompt Image Editing with Cross Attention Control

Motivation: Pursue an intuitive prompt-to-prompt editing framework, where the edits are controlled by text only.



Methods – Editing
Prompt-to-Prompt (2022-08) Prompt-to-Prompt Image Editing with Cross Attention Control

A softer attention constrain: 

The composition is determined in the early steps of the diffusion process

Attention Re–weighting



Methods – Editing
Concept Sliders (2023-11) Concept Sliders: LoRA Adaptors for Precise Control in Diffusion Models

Motivation: Identify a low-rank parameter direction corresponding to one concept while minimizing interference with 
other attributes.



Methods – Editing
Concept Sliders (2023-11) Concept Sliders: LoRA Adaptors for Precise Control in Diffusion Models

The proposed score function shifts the distribution 
of the target concept ct to exhibit more attributes of 
𝑐ା and fewer attributes of 𝑐ି.

A single prompt pair can sometimes identify a 
direction that is entangled with other undesired
attributes. We therefore incorporate a set of 
preservation concepts 𝑝 ∈ P (for example, race 
names while editing age) to constrain the 
optimization.



Aside

LoRa: Low-Rank Adaptation
Freezes the pretrained model weights and injects trainable rank decomposition matrices into each layer of the 
Transformer architecture, greatly reducing the number of trainable parameters for downstream tasks.

For a pre-trained weight matrix 𝑊 ∈  𝑅ௗ× , we constrain its 
update by representing the latter with a low-rank decomposition 
𝑊  +  ∆𝑊 =  𝑊 +  𝐵𝐴, where 𝐵 ∈  𝑅ௗ×, 𝐴 ∈  𝑅×, and 
the rank

During inference time:



Methods – More Faithful to Prompt
Structured Diffusion (2023-02) Training-Free Structured Diffusion Guidance for Compositional Text-to-Image Synthesis

Motivation: Keys and values in cross-attention layers have strong semantic meanings associated with object layouts and 
content. Therefore, by manipulating the cross-attention representations based on linguistic insights, we can better preserve 
the compositional semantics in the generated image.



Methods – More Faithful to Prompt
Structured Diffusion (2023-02) Training-Free Structured Diffusion Guidance for Compositional Text-to-Image Synthesis

Extract a collection of concepts from all hierarchical levels, and encode with CLIP text encoder

Embeddings between⟨𝑏𝑜𝑠⟩and⟨𝑝𝑎𝑑⟩are inserted into 𝑊 to create a new sequence, denoted as 𝑊 .



Methods – More Faithful to Prompt
Structured Diffusion (2023-02) Training-Free Structured Diffusion Guidance for Compositional Text-to-Image Synthesis



Methods – More Faithful to Prompt
Attend-and-Excite (2023-05) Attend-and-Excite: Attention-Based Semantic Guidance for Text-to-Image Diffusion Models

Motivation: Current state-of-the-art diffusion models may still fail in generating images that fully convey the semantics in 
the given text prompt. These models mainly have two failures: Catastrophic Neglect and Incorrect Attribute Binding



Methods – More Faithful to Prompt
Attend-and-Excite (2023-05) Attend-and-Excite: Attention-Based Semantic Guidance for Text-to-Image Diffusion Models

Extracting the Cross-Attention Maps

The resulting aggregated map 𝐴௧ contains 𝑁 spatial attention 
maps, one for each of the tokens of 

Obtaining Smooth Attention Maps
The model may not generate the full subject, but rather a patch 
that resembles some part of the subject. We apply a Gaussian 
filter, so that the attention value of the maximally-activated 
patch is dependent on its neighboring patches

Performing On the Fly Optimization
For each subject token in 𝑆, our optimization encourages the 
existence of at least one patch of 𝐴௧

௦ with a high activation value.

Shift the current latent 𝑧௧ by



Methods – More Faithful to Prompt
Attend-and-Excite (2023-05) Attend-and-Excite: Attention-Based Semantic Guidance for Text-to-Image Diffusion Models

If the attention values of a token do not reach a 
certain value in the early denoising stages, the 
corresponding object will not be generated.

We iteratively update 𝑧௧ until a pre-defined 
minimum attention value is achieved for all subject 
tokens.



Methods – Customization
DreamBooth (2022-08) DreamBooth: Fine Tuning Text-to-Image Diffusion Models for Subject-Driven Generation

Motivation: These diffusion models lack the ability to mimic the appearance of subjects in a given reference set and 
synthesize novel renditions of them in different contexts.

I want [that] in different contexts…



Methods – Customization
DreamBooth (2022-08) DreamBooth: Fine Tuning Text-to-Image Diffusion Models for Subject-Driven Generation

We use a simple structure to refer a customized
concept or a special object

“a [identifier] [class noun]”

This [identifier] has to be rare.

Find rare tokens in the vocabulary, and then invert 
these tokens into text space, in order to minimize the 
probability of the identifier having a strong prior.

Class-specific Prior Preservation Loss

Language drift: model slowly forgets how to generate 
subjects of the same class as the target subject.

Where



Methods – Customization
Textual Inversion (2022-08) An Image is Worth One Word: Personalizing Text-to-Image Generation using Textual Inversion

Rather than fine-tuning the whole diffusion model, Textual Inversion only learn a special text embedding



Methods – Real Time Text2img Generation
Adversarial Diffusion Distillation (2023-11-28)

I want [that] in different contexts…



Thanks


