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Introduce

BBN[1]

cRT[2]

probability of sampling

q=1: uniform sampling

q=0: class-balanced re-sampling

 First, trains a preliminary model using the uniform sampler

 Second, fixes the representations and re-trains the linear 
classifier using a class-balanced sampler

[1] Bbn: Bilateral-branch network with cumulative learning for long-tailed visual recognition

[2] Decoupling representation and classifier for long-tailed recognition



Introduce

cRT: uses uniform sampling to learn the 
representation and class-balanced resampling
to fine-tune the classifier.

CB-RS:  class-balanced re-sampling for the 
whole training process.

highly semantically related to labels complex contexts

re-sampling is sensitive to the 
contexts in training samples



Introduce



Introduce

Colored MNIST-LT (CMNIST-LT)

 First, head classes are prone to have rich contexts, so we 
inject different colors into the samples of each head class

 Second, tail classes have limited contexts, so we inject an 
identical color into the samples of each tail class

re-sampling does not always fail, it 
can help for long-tail learning if 
avoiding the irrelevant contexts.



Method



Uniform Module

class activation map
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Balanced Module

loss

overall loss

context memory bank Q
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Thank you


