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Background
• As humans live, they acquire more knowledges through new experiences.

• In machine perspective, continual learning focuses on how to learn new  
knowledge from new incoming data with preserving previous knowledge.

Non-stationary data comes one example at a time 

in a stream：
𝑥ଵ, 𝑦ଵ, 𝑡ଵ ,… , 𝑥௜, 𝑦௜ , 𝑡௜ , … , 𝑥௜ା௝, 𝑦௜ା௝, 𝑡௜ା௝

Data is locally i.i.d. - Samples for a task are drawn 
from the same unknown joint probability distribution 
𝑥௜, 𝑦௜ ∼ 𝑃௧(𝑥, 𝑦)

• Online vs Offline
• Online: allow only once to see the incoming data except for examples in the memory.
• Offline: allow to see the examples in current task and episodic memory many times.

Offline Continual Learning Setting Online Continual Learning Setting



Background

Previous Works for Continual Learning Methods

• Regularization based CL
• Trade-off: keeping weights for maintaining previous knowledges vs. changing weights for learning new

knowledges.

• Parameter isolation based CL
• To prevent forgetting previous tasks, an intuition is to construct sufficiently large models, and for each task 

construct a subset of the larger model. This approach can be achieved by fixing Backbone and adding new 
branches for new tasks

• Rehearsal/Replay based CL
• Assume that we can use small amount of data from previous tasks
• Key Point: How to get informative data from the previous tasks?



Background

Methods of Gradient Projection

Core idea: Project the gradient of the new task onto the orthogonal space of the input space of the old task

• Orthogonal-based:   OWM /   GPM   /  TRGP / etc
(NMI'19) (ICLR 21) (ICLR 22)

• Null space-based:   Adam-NSCL / AdNS/etc
(CVPR'21)  (ECCV'22)



Background

Methods of Gradient Projection

Core idea: Project the gradient of the new task into the orthogonal space of the input space of the old task

Addressing catastrophic forgetting



Background

Feature Space Continual Learning Paradigm

• OWM

• GPM

• TRGP

• Adam-NSCL

• AdNS

…



Background

Stability-Plasticity Dilemma in Gradient Projection

increases, plasticity increases, stability decreasesincreases, stability increases, plasticity decreases



Motivation

Space Decoupling: Stability and Plasticity

Inspired by GPM:  When updating the feature space, GPM directly removes duplicate bases between 
tasks.

The authors think Task-Shared bases are more important than Task-Specific bases



Method

Space Decoupling Algorithm To Decouple The Feature Space

The stability space    , The plasticity space

To balance stability and plasticity

More Bases Are Preserved  & 
Stricter Gradient Constraints 

Fewer Bases Are Preserved  & 
Looser Gradient Constraints 



Method

Space Decoupling Algorithm To Decouple The Feature Space

子空间的交和直和：

稳定性空间：

(特征子空间的交的直和) Task-Shared

可塑性空间：

(稳定性空间在特征空间下的正交补) Task-Specific



Method

Empirical Evidence

Defining Gradient Update Influence Score:

• The degree of perturbation of the gradient with respect to the 
feature subspace of the old task.

Further define the Influence Score of the feature subspace：
• The sum of the Influence Scores of the gradient 

components in that subspace.



Method

Space Decoupling Algorithm To Decouple The Feature Space



Experiment

Comparison with SOTA CL Methods



Experiment

Comparison of feature space dimension

Computational Complexity Analysis

Analysis of I/R-Approximation and I/R-Projection Ablation



Experiment

Stability and Plasticity analysis.
Forcing GPM to have the same feature 

dimension with GPM+SD.

Comparisons with different subspaces construction.
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