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Background

Open-Set Semi-Supervised Learning

Most existing SSL methods rely on the fundamental assumption that labeled and unlabeled data 
share the same class space. However, it is usually difficult, even impossible, to collect such a unlabeled 
data set in many real-world applications since we can not manually examine the massive unlabeled data. 
Therefore, a more challenging scenario arises, where unseen-class outliers not belonging to any of the 
labeled classes exist in the unlabeled data. Such setting is called Open-Set Semi-Supervised Learning 
(OSSL)

Semi-supervised learning (SSL) is a 
classical machine learning paradigm that attempts 
to improve a model’s performance by utilizing 
unlabeled data in addition to insufficient labeled 
data. With a tiny fraction of labeled data, advanced 
deep SSL methods can achieve the performance of 
fully supervised methods in some cases, such as 
image classification and semantic segmentation.

Semi-Supervised Learning



Related Work

One-vs-All Network

Hard Negative Classifier Sampling



Related Work

OpenMatch

detect-and-filter strategy

identify the unlabled sample 𝑢as an outlier if 𝑝௬ො (𝑡 = 0|𝑢) < 0.5, where 



Motivation

The motivation of our work comes from a surprising fact in 
open-set semi-supervised learning tasks: An unreliable outlier detector 
can be more harmful than outliers themselves, because it will wrongly 
exclude valuable inliers from subsequent training. For this issue, we 
consider a unified paradigm for utilizing openset unlabeled data, even 
when it is difficult to distinguish exactly between inliers and outliers, 
and thus we propose IOMatch.
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where and 
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hard negative classifier sampling
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Experiment

Closed-set classification accuracy (%) on the seen-class test data of CIFAR-10/100 with varying 
seen/unseen class splits and labeled set sizes.



Experiment

Open-set classification balanced accuracy (%) on the open-set test data of CIFAR-10/100, which 
consist of samples from all the seen and unseen classes.
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