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Re-sampling: over /undersampling/ balanced-sampling
Re-weighting: assign higher weights to tail classes

Logit-adjustment: add a prior related to ni to adjust margin

Multi-expert: multiple networks, sub-datasets, loss, distillation

Contrastive learning: class centers (KCL, PCL); augmentation
to bring classes closer (BCL); augmentation to bring each other
closer (GMCL); CIIP

Others: combining distillation learning, transfer learning, new
metrics, feature generation

® t{rain on a long-tailed dataset; test on a balanced dataset [Top-1 acc/error]
@ lead to the distorted embedding space and the biased classifier
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Motivation
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Figure 1. (a) DNNs can map backbone features into different clus-
ters, while minority classes are mapped into sparse clusters com-

pared to majority classes. The sparsity causes boundary points
mapped far from their clusters or even cross the boundary. (b) FCC
can compress original features compared with multiplied features,

which makes these features are mapped closer together. Because
the decision boundary remains unchanged in test phase, boundary
points will be brought back within the boundary.
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@ Multiplied features
@ Original features

expanding to N-dimensional space, the distance is also shorten by

7 times and the density is enlarged to 7 times.
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Figure 2. (a) The square ABC'D will be transformed to the square where f}, and f/, denote the multiplied and original fea-
A'B'C" D’ whenits vertex coordinates are multiplied by 2. (b) Vi- tures of class i, respectively. For the scaling factor 7;, we
sualization of the original and multiplied features of class 0. Ex- define three strategies for setting it to control compression

periment is conducted on CIFAR-10-LT-100, where FCC with ~ degrees of each class, as followings:
of 0.5 is used to ResNet-32.
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fae = fo * i (1 Half compression. Equal difference compression is only
used for top 50% or bottom 50% classes, otherwise 7; is set

where f, and % denote the multiplied and original fea- 5 g E ;
S fo P 2 to 1 for other classes, it can be formulated as following:

tures of class ¢, respectively. For the scaling factor 7;, we
define three strategies for setting it to control compression i=14+y%(1—i/C)xp((-1)P (i —C/2)) @

d f each cl followings: 3 ; ;3
R AL AR IS where v > 0 is a scaling hyper-parameter, ' is the number

of classes, and ¢ € [0,C) is the index of class. (-) is |

Uniform compression. Set the same 7; for all classes as: when its parameter is negative, otherwise it is 0. And 3
e T finy 2) 1Is 0 when only compress top 50% classes. otherwise it is

Equal difference compression. 7; is reduced in sequence
from majority to minority classes, as following:

i=149%(1-1¢/C) (3)
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Setting: The FC network contains an input layer with 3 The outputs of the multiplied feature can be expressed as

neurons, a hidden layer with 3 neurons {a;.a3,a3} and
a output layer with 2 neurons {oy,02}. {721, 722,723}
and {:::1_,:1.'2, .Lg} are the multiplied and original features, Yi = i (Twii1x) + Twiaxs + Twisxs) + nibi+
respectively, and they both belong to class 1. The scaling

follows:

Nio(TWa1 X1 + TWaaTs + TWa3x3) + Niaba+

factor of class 1is 7 (7 > 1). {y1.y2} and {y/, 10"} are (5)
outputs of the multiplied and original features produced by ni3(Tws121 + TW32x2 + TW33T3) + Nizbz+
the FC network, respectively. {w;i, wiz,w;3} and b; are 2,

weights and bias of the neuron a; (i € {1, 2. 3}}, respec-

tively. {n;1,nj2,n;3} and z; are weights and bias of the

neuron o; (j € {1,2}), respectively. where i € {1, Q}T then we denote (y, — y2) as 1, (w121 +
wya®y + wysxs) as Xy, (way ) + wagws + wazws) as Xo,
(wayxq + waaxg + wagxrs) as X and (ny1hy + niabs +
nizbs + 21] — [?1-2151 + n99ba 4 nasbs 4+ 22} as B, further
1 is converted as follows:

n="1k1 X1+ 7keXo +7k3 X3+ B (6)

Target: If the FC network can normally work, the classifi-
cation result of the original feature will be equal to that of
the multiplied feature, i.e., y," > yo” when y; > ys.
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0 =1k X1+ 7hk2 X2 + k3 X35 + B (6) n = ki X1+ kaXo+ k3 X3+ B (8)
a (decision) plane in geometric space when 1 = 0. When 77’ = 0, Eq. (8) can be formulated as follows:

di Xy +dayXo+d3X3=1 (9)
y1 > y2, 1 > 0 and Eq. (6) can be formulated as follows:

{leXl +rdaXp+TdyXy>1, B<O

Td1 X1 +7d2 X+ 7d3Xa <1, B>
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Figure 3. Relationship between planes 7 and %’ and feature points
in geometric space. When feature points are above plane 7, (a)
plane 1’ is below plane 7, or (b) plane 7’ is above plane 1. When
feature points are below plane 7, (c) plane ' is above plane 7, or
(d) plane 7’ is below plane 7.

— n=7k1 X4+ 7k X2 +7k3 X3+ B (6)
'< T7d1 X1 +T7doXo +7d3 X3 >1, B <0 7
L Td]_Xl + T(IEXQ T TdSXS < ].., Bz
n =kX1+ kX2 +k3sX3+ B (8)

di1 Xy +daXo+dz X3z =1 9)

2y

B < 0, the point (X;, X5, X3) is above plane 1 based on
Eq. (7). If plane ' is below plane 7, the point is also above
plane 7)’, as shown in Fig. 3a, so d, X; +dy X5 +d3 X3 > 1
in Eq. (9), and then we can get ' > 0 (i.e., y] > y5,) based
on Egs. (8) and (9). That implies the FC can normally work
on this point. If plane 7’ is above plane 7), the point might be
above or below plane 7', as shown in Fig. 3b. The point can
also be correctly classified when it is above plane 1’ since
d1 X, + da X2 + d3X3 > 1, but when it is below plane 7',
dy X1+dy Xa+d3 X3 < 1and y| < 5, which means the FC
will misclassify the point.

B =10 ..
B = 0, True

Target: If the FC network can normally work, the classifi-
cation result of the original feature will be equal to that of

the multiplied feature, i.e., y," > yo” when y; > ys.
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CIFAR-10-LT-50

CIFAR-10-LT-100

CIFAR-100-LT-50

CIFAR-100-LT-100

Method
Raw FCC Incr Raw FCC Incr Raw FCC Incr Raw FCC Incr

Baseline (Vanilla ResNet32) [ 1] 2299%  19.78% +321% 2759% 24.08% +351% 57.38% 54.83%  +255%  60.92%  58.93%  +1.99%
Focal loss (ICCV 2017) [21] 2320%  2049% +2.80% 2794%  2623%  +1.71%  57.25% 5524% +201%  62.29% 5R63% +3.66%
CB Focal loss (CVPR 2019) [ 7] 2263% 2137%  +1.26% 25603% 2537%  H0.26% 56.79%  S484%  +195% 61.28% 59.42%  +1.86%
CBCE (CVPR 2019) [7] 2148%  1951% +1.97% 2750% 24.15% +3.35% 56.58% S460%  +1.98% 61.56% 5959% +1.97%
BSCE (NeurlPS 2020y [27] 17.84% 16.85% +0.99% 21.78% 2087% +091% 35247% 5261%° -0.14% 5855% 5730% +1.25%
CELS (CVPR 2016} [ 2¥] 270% 1897%  +3.73% 2749% 2640% +1.09% 5696% S5480% +2.16% 6193% 60.13%  +1.80%
CELAS (CVPR 20213 [ V] 2142%  1917% +2.25% 2745%  2453%  +292% 5723%  5534%  +1.89% 61.95% 60.78%  +1.17%
LDAM (NeurIPS 2019) [ ] 2147%  21.06% +041% 2658% 2635% +023% 56.94%  5654% +040% 61.26% 6083%  +043%
CDT [35] 18.04%  17.12%  +0.92% 2136% 2032% +1.04% 5641% 5637% +0.04% 60.76% 60.84%% -0.08%
CB sampling (ICLR 2020) [ 5] 2231%  21.06% +1.25% 27.02% 2651% +051%  60.67% 5924%  +143% 6647% 64.753%  +1.72%
SR sampling (ICLR 2020) [ 1 1] 2089% 2041% +048% 28.03% 25.82%  +221%  ATO4%  5583% +2.01%  63.26% 6l60% +1.66%
PB sampling (ICLR 2020) [1 ] 21.11% 1976% +1.35% 25.16% 23.70%° +146% S55.15% 5333% +1.82% 6061% S5898% +1.63%
Input Mixup (ICLR 2018) [ 1] 21.39%  1748% +391% 2584% 2244%  +340% S5448% 5135% +3.13%  59.14% 5581% +3.33%
Manifold Mixup (ICML 2019) [+ 1] 21.24%  1997% +1.27% 23.58% 2289%° +0.69% 56.24%  5135% +4.89% 6148% 6035%  +1.13%
Remix (ECCV 2020) [6] 2053% 17.00%  +353%  25953%  22.03%  4+392%  54.25%  S51306%  +2.89% S9.16%  5623%  +2.93%
CB sampling+DRS 19.86% 18.4% +1.46% 2336% 21.91% +1.43% 54.28%  5293%  +1.35% 58.32%  57.00%  +1.32%
SR sampling+DRS 2049%  19.16%  +1.33%  2559% 24.09%  +1.50% 55.92% S54.11% +l.81% 59.73%  57.29% +2.44%
PB sampling+DRS 19.73% 1844% +1.29% 2458% 22.70% +1.88% 34.56% S53.09% +1.37% SBR2% 57.29%  +1.53%
BSCE+DRW 1879% 17.74% +1.05% 2188% 20.73% +1.15% 53.68% 5346% +0.22% 57.63% 5737% +0.26%
CELAS+DRW 2248%  1919% +320% 2720% 2397% +323% S56.70%  5501%  +1.69%  6L31% 5993% +1.38%
CDT+DREW 1845% 1781% +0.64% 2182% 2083% +0.99% 53.70% 5332% +0.38% S57.76% S5754%* +H0.22%
cRT (ICLR 2020) 1 4] 2001% 1962% +039% 2281% 2236%  +045% 5492%  55.02% -0l 5B3T% SRAT%R +0.20%
DiVE (ICCV 2021) [ 1] 17.34%  15.93% +141% 2132% 1999% +1.33% 50.19% 5063% -044%  S5584% S54.73% +1.01%
LTR-WB +WDé&Max (CVPR 2022) [ 1] - - - - - - - - - 4740%  4650%*  +0.90%
SADE (NeurlPS 2022) [ 7] - - - - - - - - - 51.02% 5058%*  +0.44%
NCL (CVPR 2022) [15] 1292% 12.72%* +0.20% 14.50% 14.20%% +0.30% 41.67% 41.56%° +0.11% 4614% 4549%° +0.65%

Table 1. Top-1 error rates comparisons between raw methods and those with FCC on long-tailed CIFAR. The results are presented in the
order of baseline, re-weighting, re-sampling, mixup, two-stage training and multi-expert methods. = denotes ~ of 0.1 is used in FCC.
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Method ImageNet-LT iNaturalist 2018
Raw FCC Incr Raw FCC Incr

ResNet10/32[10] 61.07% 60.60% +0.47% 72.49% 71.99% +0.50%
Focal loss [ 1] 63.10% 62.71% +0.39% - - -
CBCE [7] 60.92% 60.86% +0.06% 69.85% 69.12% +0.73%
LDAM-DRW [3] 63.53% 63.25% +0.28% 59.62% 59.54% +0.08%
BBN [40]f 51.80% 50.72% +1.08% - - -
cRT [13] 58.20% 56.59% +161% 6438% 63.86% +0.52%
T-norm [ ! 7] 66.10% 64.48% +1.62% 76.39% 7549% +0.90%
DIiVE[11] 56.93% 56.32% +0.61% - - -
RIDE [ 2] 55.72% 55.49% +0.23% - - -
SADE [*7]" 41.08% 3947% +1.61% - - -
NCL [18]f 4732% 4534% +1.98% 63.46% 61.17% +2.29%

Table 2. Top-1 error rates comparisons. T and * indicate the back-

bone is ResNet-50 and ResNeXt-50, respectively.
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Figure 4. (a) Accuracy comparisons of each compression strategy.
(b) Recall comparisons of each class between baseline (vanilla
ResNet-32) and FCC with equal difference compression (y = 1).
Analysis is conducted on CIFAR-100-LT-100.



Experiment——Impact of FCC on boundary points A ?

mullm

20 0 5
15 e s 25 e a0 AT
10 A ; 5. ‘&-‘ @)
. e . = . 0 s, 25 ‘__:!ﬂ.‘.. " R O
05 o ue B 2 L Lo . i 5
*a " 15 L = e Wi 20 . » -
. - & ey, 2 n '3- —
00| - G, e A BNt xi- R, . =
. . B 10 -t o, 15 N . - ]
-05 - . Sl . -~
2 5 < . 10 =
10 » L T 4 8 oo
-’ - .
15 - 0 0.5
20 5 0
20 15 10 05 00 05 10 15 20 35 30 25 20 -5 -0 5 00§ W S 4 ] 4 -1 0 1
20 30 15
15 . : 25 30
LI0YE T
1.0 = 32 .' - \l. . n . 25
0.3 . H . e . e
. t". . 15 . we, 0 ‘ 8
0o - [ ©  _» . 3=r &, wlat ¥
&, 10 VAT LS o, Y ~
0.5 . RO e T ‘, . .
S S e : L
L, .« 5 o e . 0 #‘ -
10 ey 2 Py .
- J > .'.
A8 i 0 oy 0s A
20 i
20 -15 -10 -5 060 05 1.0 15 20 35 300 <25 .20 -15 -ID -5 i] 5 jii -5 -4 -3 -2 =1 0 1
Two circles Two blobs Two moons

Figure 6. Impact of FCC on boundary points. Majority and minor-
ity classes are plotted in orange and blue, respectively. FCC can
bring the points of minority classes back within the boundary.
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