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Long-tailed Distribution

train on a long-tailed dataset; test on a balanced dataset【Top-1 acc/error】

lead to the distorted embedding space and the biased classifier

Re-sampling: over /undersampling/ balanced-sampling

Re-weighting: assign higher weights to tail classes

Logit-adjustment: add a prior related to ni to adjust margin   

Related Work

Multi-expert: multiple networks, sub-datasets, loss, distillation

Contrastive learning: class centers (KCL, PCL)；augmentation 
to bring classes closer (BCL)；augmentation to bring each other 
closer (GMCL)；ClIP

Others: combining distillation learning, transfer learning, new 
metrics, feature generation
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