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Background

Imbalance between different classes

Imbalance exists in ratio of positives to negatives for each class

• Head class have a large ratio
• Tail classes have a small ratio



Background

Complexities that typically arise in real-world applications:

i) Long-Tailed (LT) Class Distribution.
ii) Partial Labels (PL)of Instances.

i) False Negative Training.
ii) Head-Tail and Positive-Negative Imbalance.
iii) Head Overfitting and Tail Underfitting.

illustrates an overview of the proposed PLT-MLC 
task.

Consequently,a robust PLT-MLC model should 
address the co-occurringimbalances simultaneously.



Methods

Correction→Modification→Balance

Reflective Label Corrector(RLC), Multi-Focal Modifier(MFM) and Head-Tail Balancer(HTB)

RLC module (Correction) corrects the missing labels 
along with the training and dynamically re-weights the 
sample weight according to the estimated class 
distribution. 

MFM module (Modification) adjusts the focal of
different instances according tohead-tail and positive-
negative imbalance under the extreme LT distribution. 

HTB module(Balance) measures the model’s 
optimization direction and correspondingly develops a 
balanced learning scheme to producestable PLT-MLC 
performance.



Methods

Reflective Label Corrector (RLC):

Multi-Focal Modifier（MFM）:

the average category possibility of past trained data with class c

the static class distribution 𝐷 of training set 
with max normalization function



Methods
Head-Tail Balancer

𝜌：a scaling factor akin to the inverse temperature in Gibbs distribution
𝜂： a class-agnostic baseline energy
W୩：the 𝑘-th learned parameter matrix.

softmax

the accumulated gradient
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Experiments



Experiments

𝐸2𝐸∗ indicates that the PLT model is learned in an end-to-end manner. 
We color each row as the



Experiments

Performance comparison under different missing labeled 
settings. 0% indicates an LT dataset that is fully labeled.

Ablations with respect to coefficient 𝛼 and 𝜏 .

In-depth analysis of label correction.



Experiments

Ablation study of different modules. 
M,C,B represent modification, correction and balance learning

Ablation of MFM. ↓ indicates the mAP decay

MLT-MLC results using different losses
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