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Motivation

• Explainability

• Stability

As for physical model

We cannot trust AI model

We cannot understand AI model Q

P

N

H、Ma、
T…

simulation 
model real model

state
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Motivation

• Explainability

• Stability

As for physical model

Correlation

Causality

I.I.D hypothesis

Distribution Shift

Training

Test

Model

√

×
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Motivation

As for visual field

NICO
• spurious correlation： grass --- dog label 

• mediation effect： dog hair color --- dog label dog nose/ears --- dog label 
√×

He Y , et al. Towards non-iid image classification: A dataset and baselines. Pattern Recognition, 2021.
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Background

Causal Regularizer

Set feature j as treatment variable
Re-weighting to decorrelate features

e.g. logistic regression continuous variables case

Zheyan Shen, et al. Causally Regularized Learning on Data with Agnostic Bias. ACM MM, 2018.
Kun Kuang, et al. Stable Prediction with Model Misspecification and Agnostie Distribution Shift. AAAl, 2020.

Potential weakness 
 destruction of characteristic 

interaction structure
 no specific causality involved
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Background

Data relationships

• Chain

X YT

• Fork

X Y

T

• Collision
X Y

T

Transmit causal effect

Transmit causal effect

Block causal effect

T :  mediator 

T :  confounder 

T :  collider 
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Background

Data relationships

• Chain

X YT

Summer temperature Ice cream 
sales

• Fork

X Y

T

healthcare 
product

age

cancer risk

• Collision
X Y

T

grass

image sample 
selection

dog

Block causal effect

Block causal effect

Transmit causal effect

condition

condition

condition
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Background

Pearl's theory of causal graph

{sink, chair,…}(confounder)

X Y
{toilet} {person} 

Wang et al. Visual Commonsense R-CNN. CVPR, 2020
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Background

Pearl's theory of causal graph

Wang et al. Visual Commonsense R-CNN. CVPR, 2020

Simpson's Paradox:  (from Wikipedia)
a phenomenon in probability and statistics in which a 

trend appears in several groups of data but disappears or 
reverses when the groups are combined.
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Some thoughts 

Confounder or Mediator is absolute truth?

Context (objects and backgrounds)
• purely bad (backgrounds) –de-confounder
• containing good and bad  –TDE
• purely good (component) 

How to define/or use relative effect to revise model

From (Segmenting of confounds by clustering)
Zheyean Shen ,et al.. Stable Learning via Differentiated Variable Decorrelation. KDD, 2020.

-- decrease in effective samples/Pearson 

{sink, chair,…}(confounder)

X Y
{toilet} {person} 

Z

{sink}

X Y
{toilet} {person} 

(mediator)
assumption

Z
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Solid points:

◦ Shifting the Perspective of Intervention to Momentum

◦ Compliance with the end-to-end learning framework

◦ Unifying the long-tail learning methods at the time under the causal framework

Case 1   Long-tailed visual recognition

Tang K , et al. Long-tailed classification by keeping the good and removing the bad momentum causal effect. NeurIPS, 2020

◦ Constructing the causal graph --- separating out the mediation
◦ Potential contribution on the long tail of features

◦ De-confounder training stage
◦ Total Direct Effect (TDE) inference stage
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Constructing the causal graph :

Case 1   Long-tailed visual recognition

Variables  :  {X、M、D、Y}

1)  M→X：

The backbone parameters used to generate
feature vectors X, are trained under the effect of M.
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Constructing the causal graph :

Case 1   Long-tailed visual recognition

Variables ： {X、M、D、Y}

2)  (M, X) → D ：

the unit vector of 
exponential moving average features

3)  X → D → Y & X → Y ：

Effect of X can be disentangled into 
an indirect (mediator) and a direct effect.

discriminative feature

projection on head direction

Orthogonal decomposition

By the way, Orthogonality is equivalent to disentanglement?

linear approximation
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How to realize the target:

Case 1   Long-tailed visual recognition

a) de-confounder

• the Backdoor adjustment formula

• inverse probability weighting (IPW)

• muti-head strategy splits the 
feature space

Sample
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How to realize the target:

Case 1   Long-tailed visual recognition

b) TDE inference

not remove placebo effect totally

x, m, d, y

world1

x0, m, d

world2

y’?

null
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Unifying the long-tail learning methods :

Case 1   Long-tailed visual recognition

CDE：remove d

NDE：get a fair d

TDE：get d with good part

[Y | X = x, do(D = d)]

[Y | X = x, D = d0]- [Y | X = x0, D = d0]

[YD = d | X = x)] - [YD = d | X = x0]
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Experiments:

Case 1   Long-tailed visual recognition

• Top-1 accuracy

• Visualized activation maps
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Unifying the long-tail learning methods :

Case 1   Long-tailed visual recognition

1) one-stage vs. two-stage
2) de-confounder + OLTR… vs. Ours
3) why two-stage work 

(1-step: keep D but no de-con)
(2-step: de-con but hurt D)
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Experiments:

Case 1   Long-tailed visual recognition

(ImageNet-LT)

Top-1 accuracy

1) muti-head ——play little role
2) α  —— nonlinear

Nonlinear systems cannot get the exact TDE
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Case 2   Class-Incremental Learning

Solid points:

◦ Active usage of interventions to create relevant

◦ Data replay effects without consuming memory

◦ Removal of momentum effects in incremental processes

Hu et al. Distilling Causal Effect of Data in Class-Incremental Learning. CVPR'21

Catastrophic forgetting problem

Class imbalance problem



21

Under the causal framework:

Case 2   Class-Incremental Learning

• Forgetting Problem

TE

• Data Replay

• Feature & Label Distillation

condition

grass

park

dog
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How to realize the target:

Case 2   Class-Incremental Learning

now

past

similarity 
metric

Some experiments on CIFAR-100 with 5-step:
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How to realize the target:

Case 2   Class-Incremental Learning

CIFAR-100 with 5-step-20-relay

Static

Increment Step

Tips: α and β were trained in the finetuning stage
using a re-sampled subset containing balanced old and new data

For each image in I:

not the same as regular long-tail problems

h
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Experiments:

Case 2   Class-Incremental Learning

Average Incremental Accuracies
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Experiments:

Case 2   Class-Incremental Learning
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Ablation:

Case 2   Class-Incremental Learning

Distillation of Colliding Effect (DCE) 
incremental Momentum Effect Removal (MER)

Under no replay data

LUCIR
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