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Definition

What is Zero-Shot Reinforcement Learning？

Loose Limitations: How to define Zero-Shot RL with planning assisted?



Motivation

Why Zero-Shot Reinforcement Learning？



Some Methods

Offline goal-conditioned Reinforcement Learning with ICM-like exploration？

Diffusion Model for trajectories with rewards conditioned？

Goal-conditioned or Skill-based Planning with landmarks？

Q values and V values decoupled into successor representation and reward representation?

Advantages：Easy to Implement.

Disadvantages：goal-conditioned policy learned depends on the behavior policy.

Advantages：No need for data preprocess and subtle design.

Disadvantages：Low interpretability and solidity.

Advantages：Long-range planning and High interpretability.

Disadvantages：Consists of too many components and cost expensive.

Advantages：Easy to implement and Solid theoretical analysis

Disadvantages：Reward Space is infinite in continuous state space.

Perspective：View different tasks as different reward functions motivated.



Decouple-Successor Features
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这边做个统一，由于借鉴论文公式方面写的很烂，前后不对齐
我这里同意φ与s,a以及后面的reward func w为输入，Φ与s,a为输入。

实际φ的物理意义应该是在该策略下未来s,a的折扣特征和



Generalization Examples
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Generalization Examples
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How to learn Successor Features

Maximize mutual information between w and pi_w



How to learn Successor Features

Aimed at maximizing the reward collected policy under reward z (also w)

What is predefined, View reward as a fixed point we can denote that.



How to learn Successor Features



Decouple-Successor States



What M really is and the generalization

Assume a goal-conditioned env where the goal is 𝑠௧ , 𝑎௧ from initial state 𝑠଴ , 𝑎଴. M is equal to Q(𝑠௧ , 𝑎௧).
So M is actually the discount distance between arbitrary state-action pairs under policy 𝜋.
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If we want s1,a1 from initial s0, We can obtain from the M: Q(s0,a0)<Q(s0,a1), So we need to choose a1.

!!!Notably, the M is conditioned by the random policy, but can generalize to the goal-conditioned tasks.



Calculate M

Like the calculation of Q value, we can use dynamic process to calculate M.

Backward: Forward:



Matrix Factorization



Matrix Factorization



Code



Discussion

If given the same representation for Φ and B in finite space, the two Q values will be totally same! 
Where F is just a discount matrix to calculate successor features. It means FB = φ.

But the two values differs when it is just a unsupervised feature extraction. And the procedure of 
inference is totally different.



Some experiments-SFs



Some experiments-FB



Some experiments-FB
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