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Background

policy: 𝜋(𝑎|𝑠)

(actor)

value function

(critic)

MDP=(𝑆, 𝐴, 𝑅, 𝛾, 𝑃, 𝜌଴)

𝑆: state space        𝐴: action space 

𝑅: reward fuction        𝛾: discount factor  

𝑃: state transition function        𝑠𝑡 + 1~𝑃(ȉ |𝑠𝑡, 𝑎𝑡)

𝜌଴: distribution of initial state  𝑠0~𝜌଴(𝑠)

Objective:  𝐽(𝜋) = 𝔼௦బ~ఘబ,௔~గ(ȉ|௦),௦’~௉(ȉ|௦,௔)[∑ 𝛾௧𝑟(𝑠௧, 𝑎௧)்
௧ୀ଴ ]

Policy: max 𝐽(𝜋)  →  𝜋(𝑎|𝑠) 

state value function: 𝑉(𝑠)

state-action value function: 𝑄(𝑠, 𝑎)



Background

𝑉గ(𝑠) = 𝔼௔~గ(ȉ|௦)[𝑄(𝑠, 𝑎)]

𝑉గ(𝑠) = 𝔼௦೟,௔೟~ఘഏ
[෍ 𝛾௧𝑟(𝑠௧, 𝑎௧)

்

௧ୀ଴

|𝑠଴ = 𝑠]

Qగ(𝑠, 𝑎) = 𝔼௦೟,௔೟~ఘഏ
[෍ 𝛾௧𝑟(𝑠௧, 𝑎௧)

்

௧ୀ଴

|𝑠଴ = 𝑠, 𝑎଴ = 𝑎]

Qగ(𝑠, 𝑎) = 𝑟(𝑠, 𝑎) + 𝛾𝔼௦’~௉(ȉ|௦,௔)𝑉గ(𝑠’)

Bellman function

𝑉గ(𝑠)
= 𝔼௔~గ(ȉ|௦)[𝑟(𝑠, 𝑎) + 𝛾𝔼௦’~௉(ȉ|௦,௔)𝑉గ(𝑠’)]

Qగ(𝑠, a) = 𝑟(𝑠, 𝑎) + 𝛾𝔼௦’~௉(ȉ|௦,௔)𝔼௔’~గ(ȉ|௦’)[𝑄(𝑠’, 𝑎’)]

policy evaluation:  use trajectories of 𝜋 to evaluate 𝑄 and 𝑉

policy improvement:  use 𝑄 and 𝑉 to update 𝜋 e.g  𝜋௞ାଵ(𝑎|𝑠) = argmax௔ 𝑄గೖ(𝑠, 𝑎)

policy iteration
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Disadvantage of RL : sample inefficiency

loss_V =MSE_loss(𝔼௔~గ(ȉ|௦)[𝑟(𝑠, 𝑎) + 𝛾𝔼௦’~௉(ȉ|௦,௔)𝑉గ(𝑠’)], 𝑉గ(𝑠))

main reasons

The trade-off between exploration and exploitation 

Because of the large amount of interaction with the environment, RL is not suitable for 
some high-risk environments, such as autonomous driving and healthcare.



Background

The main idea of offline RL is keeping pessimism, that is, learning a policy which is close to the behavior policy.

TD3+BC:



Motivation

Boosting Offline Reinforcement Learning with Action Preference Query

• Some actions in the dataset are of low quality, which could cause erroneous estimate problem.

• Action preference queries are easier to obtain in real-world environments.

• In some high-stake scenarios, limited online interactions can be inaccessible when online fine-tuning.



Method

1. Action Preference Query

while training, query the preferred actions according to ranking criterion 

ranking criterion

the preferred action
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2. Pseudo Query with RankNet

a query dataset

RankNet

ranking function

pseudo query

3. Adjusted Policy Constraint



Method



Experiment 



Experiment 

work with faulty annotations

what if queries were focused instead of spaced

necessity for RankNet
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