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Introduction

• recent success of deep learning heavily relies on abundant 
training data.

• the annotation of large-scale datasets often requires intensive 
human labor. 

• inspires a popular pretraining-finetuning paradigm where models 
are pretrained on a large amount of data in an unsupervised 
manner and finetuned on a small labeled subset



Introduction

• A possible explanation comes from the batch-selection strategy 
of most current active learning methods. Starting from a random 
initial set, this strategy repeats the model training and data 
selection processes multiple times until the annotation budget 
runs out. Despite their success in from-scratch training, it does 
not fit this pretraining-finetuning paradigm well due to the 
typically low annotation budget, where too few samples in each 
batch lead to harmful bias inside the selection process.



Motivation

• To fill in this gap in the pretraining-finetuning paradigm,we
formulate a new task called active finetuning, concentrating on 
the sample selection for supervised finetuning. In this paper, a 
novel method, ActiveFT, is proposed to deal with this task. 
Starting from purely unlabeled data, ActiveFT fetches a proper 
data subset for supervised finetuning in a negligible time. Without 
any redundant heuristics, we directly bring close the distributions 
between the selected subset and the entire unlabeled pool while 
ensuring the diversity of the selected subset. This goal is achieved 
by continuous optimization in the high-dimensional feature space, 
which is mapped with the pretrained model.



Methodology

The goal of active finetuning is to find the sampling 
strategy minimizing the expected model error



Methodology

The difference with traditional active learning : 

• 1) We have access to the pretrained model f, which will be finetuned, before 
data selection.

• 2)The selected samples are applied to the finetuning of the pretrained model 
f  instead of from-scratch training.

• 3) The sampled subset size is relatively small, less than 10% in most cases. 

• 4) We have no access to any labels such as a random initial labeled set 
before data selection.



Methodology

Select Samples:

• 1) bringing close the distributions between the selected subset  
and the original pool         . 

• 2) maintaining the diversity of     .
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Parametric Model Optimization:
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Implementation as a Learning Model
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