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Introduce

Multi-Domain Long-Tailed Recognition (MDLT):  learning from multi-domain imbalanced data, with each domain 
having its own imbalanced label distribution, and generalizing to a test set that is balanced over all domain-class pairs.

 the label distribution for each domain is likely different from other domains

 multi-domain data inherently involves domain shift

 MDLT motivates zero-shot generalization within and across domains



Domain-Class Transferability Graph
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Domain-Class Transferability Graph



Transferability Statistics

• When the per-domain label distributions are balanced and identical across domains,  it does not prohibit the 
model from learning discriminative features of high accuracy.

• If the label distributions are imbalanced but identical, ERM is still able to align similar classes in the two 
domains.

• When the labels are both imbalanced and mismatched across domains, the learned features are no longer 
transferable.



Transferability Statistics

train 20 ERM models with varying hyperparameters

The (α, β, γ) statistics can characterize a model’s performance in MDLT

Data imbalance increases the risk of learning less transferable features



BoDA

Domain-Class Distribution Alignment Loss:
positive cross-domain pairs

negative cross-class pairs
Balanced Domain-Class Distribution Alignment (BoDA):



BoDA



BoDA

couple representation and classifier learning

decouple representation from classifier learning
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Thank you


