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Background

Semi-supervised 
Learning (SSL)



Related work

FixMatch (2020)



Related work

Energy Score
The essence of the energy-based model (EBM) is to build a function 𝐸 𝑥 :ℝ஽ → ℝ that 
maps each point 𝑥 of an input space to a single, non-probabilistic scalar called the 
energy. A collection of energy values could be turned into a probability density 𝑝(𝑥)
through the Gibbs distribution:

The Helmholtz free energy 𝐸(𝑥) of a given data point 𝑥 ∈ ℝ஽ can be expressed as the 
negative of the log partition function:



Related work

The energy-based model has an inherent connection with modern machine learning, 
especially discriminative models. To see this, we consider a discriminative neural 
classifier 𝑓 𝑥 :ℝ஽ → ℝ௄, which maps an input 𝑥 ∈ ℝ஽ to 𝐾 real-valued numbers known 
as logits. These logits are used to derive a categorical distribution using the softmax
function:

we can define an energy for a given input (𝑥, 𝑦) as 𝐸 𝑥, 𝑦 = −𝑓௬ 𝑥 . More importantly, 
without changing the parameterization of the neural network 𝑓(𝑥), we can express the 
free energy function 𝐸(𝑥; 𝑓) over 𝑥 ∈ ℝ஽ in terms of the denominator of the softmax
activation:



Related work

DARP (2020)
refine the pseudo-labels through convex optimization targeted specifically for the 
imbalanced scenario.

CReST (2021)
achieve class-rebalancing by pseudo-labeling unlabeled samples with frequency that is 
inversely proportional to the class frequency.

Adsh (2022) extend the idea of adaptive thresholding to the long-tailed scenario.

ABC (2021) introduce an auxiliary classifier that is trained with class-balanced sampling

DASO (2022) use a similarity-based classifier to complement pseudo-labeling.

Class-Imbalanced Semi-Supervised 
Learning.



Related work

DS3L (2020) optimizes a meta network to selectively use unlabeled data;

OpenMatch (2021) trains an outlier detector with soft consistency regularization.

Out-of-Distribution Detection



Motivation

Current research status
State-of-the-art imbalanced SSL methods are build upon the pseudo-labeling and 
consistency regularization frameworks by augmenting them with additional modules that 
tackle specific imbalanced issues. Critically, these methods still rely on confidence-
based thresholding for pseudo-labeling, in which only the unlabeled samples whose 
predicted class confidence surpasses a very high threshold (e.g., 0.95) are pseudo-
labeled for training.

Faces two major drawbacks
1. applying a high confidence 
threshold yields significantly lower 
recall of pseudo-labels for minority 
classes, resulting in an exacerbation of 
class imbalance. Lowering the 
threshold can improve the recall for tail 
classes but at the cost of reduced 
precision for other classes.

2. prior studies show that softmax-
based confidence scores in deep 
networks can be arbitrarily high on 
even out-of-distribution samples.



Motivation

Example

Deep Neural Networks are Easily Fooled: High Confidence Predictions for Unrecognizable Images
CVPR 2015



Motivation

Energy Score vs. Softmax Score

The energy score and the negative logarithmic likelihood of the data points are linearly 
aligned, while low energy means high likelihood, which means it is more likely to be ID 
data, and vice versa, it is more likely to be OOD data.



Motivation

Energy Score vs. Softmax Score

For an ID data, its negative 
logarithmic likelihood expectation is 
smaller. However, the higher the 
confidence level of this classification, 
the better, and the two conflict.



Method

The training of pseudo-labeling SSL methods for image classification involves two loss 
terms: the supervised loss ℒ௦ computed on human-labeled data and the unsupervised 
loss ℒ௨ computed on unlabeled data.

The final loss at each training iteration is computed by ℒ = ℒ௦ + 𝜆ℒ௨ with 𝜆 as a 
hyperparameter to balance the loss terms. The model parameters are updated with this 
loss after each iteration.
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Experiment

ENERGY-BASED PSEUDO-LABELING VS. 
CONFIDENCE-BASED PSEUDO LABELING

These results show the 
efficacy of InPL over standard 
confidence-based pseudo-
labeling for imbalanced SSL.



Experiment

COMPARISON TO STATE-OF-THE-ART IMBALANCED SSL APPROACHES

ABC-InPL consistently 
outperforms the confidence-
based counterparts on 
CIFAR10-LT and CIFAR100-
LT under the ABC framework.

These results demonstrate 
that InPL achieves strong 
performance on imbalanced 
data across different 
frameworks and evaluation 
settings.



Experiment

RESULTS ON IMAGENET

InPL outperforms the vanilla FixMatch with confidence-based pseudo-labeling 
by a large margin, which further demonstrates the efficacy of our approach on 
large-scaled datasets.

This shows that the energy-based pseudo-labeling also has potential to become 
a general solution to SSL problems.



Experiment

PSEUDOLABEL PRECISION AND RECALL ANALYSIS 
Compared with FixMatch, InPL
achieves higher precision for 
overall, head, and body 
pseudo-labels. Importantly, it 
doubles FixMatch’s recall of tail 
pseudo-labels without hurting 
the precision much. This 
shows that InPL predicts more 
true positives for the tail 
classes and also becomes less 
biased to the head classes.
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