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Background

MDP=(𝑆, 𝐴, 𝑅, 𝛾, 𝑃, 𝜌଴)

Objective: 𝐽(𝜋) = 𝔼௦బ~ఘబ,௔~గ(ȉ|௦),௦’~௉(ȉ|௦,௔)[∑ 𝛾௧𝑟(𝑠௧, 𝑎௧)்
௧ୀ଴ ]

Policy: max 𝐽(𝜋)  →  𝜋(𝑎|𝑠) actor

State value function: 𝑉(𝑠) = 𝔼௦೟,௔೟~ఘഏ
[∑ 𝛾௧𝑟(𝑠௧, 𝑎௧)்

௧ୀ଴ |𝑠଴ = 𝑠]

State-action value function: 𝑄(𝑠, 𝑎) = 𝔼௦೟,௔೟~ఘഏ
[∑ 𝛾௧𝑟(𝑠௧, 𝑎௧)்

௧ୀ଴ |𝑠଴ = 𝑠, 𝑎଴ = 𝑎]

policy evaluation:  use trajectories of 𝜋 to evaluate 𝑄 and 𝑉

policy improvement:  use 𝑄 and 𝑉 to update 𝜋

policy iteration

critic



Background

Extrapolation Error

Off policy evaluation(OPE)

Bellman operator

Absent Data:  the estimate of 𝑄ఏ(𝑠, 𝜋(𝑠)) may be arbitrarily bad without
sufficient data near (𝑠, 𝜋(𝑠))

Model Bias: for a stochastic MDP, without infinite state-action visitation,   
sampling produces a biased estimate of the transition dynamics

Training Mismatch:  due to distribution shift, there is a mismatch in training

Because of offline setting, overestimate due to extrapolation error cannot be corrected



Background

The main idea of offline RL: Constraint the learned policy is close to the behavior policy

Policy constraint

Value Regularization

Others

Decision transformer、RvS

IQL，TD3+BC

CQL

Supervised Learning

Model based Combo

......

Model free RL in offline setting: Pessimistic estimate



Background

In-sample Learning

only use in-sample actions of offline dataset to evaluate policy 

IQL

Some other methods need to estimate behavior policy 𝜇(𝑎|𝑠)

In-sample learning avoids extrapolation error to get accurate 𝑄 and 𝑉 on 
state-action pairs in offline dataset, meanwhile, in-sample learning can 
decouple policy improvement and policy evaluation.

Extreme 
Q-learning



Method

Behavior-regularized MDP problem

policy evaluation operator



Method

Derivation

The Lagrangian function:

KKT conditions:



Method

complementary slackness

normalization condition

optimal value function



Method

optimality conditions of the behavior regularized MDP

zero-forcing support constraint

𝛼-divergence:

mode-seeking



Method

Sparse Q-learning(SQL)

An approximation



Method

Exponential Q-learning(EQL)

Without any approximation



Analysis

CQL policy evaluation operator

policy improvement

IQL

policy extraction

policy evaluation

The same with SQL

The same with EQL

the optimal 𝜋 is not decided only by 𝑄

the learning objective of V function is not right

In offline RL, policy is not just dependent on 𝑸 or 𝑽, but still on behavior policy 𝝁



Experiment 

D4RL benchmark



Experiment 

The sparsity term SQL will benefit when the datasets 
contain a large portion of noisy transitions

In-sample learning brings more robustness than 
out-of-sample learning 



Discussion 

The difficulty of offline-to-online

State-action distribution shift, especially in narrow datasets

underestimate 𝑄 of OOD actions excessively                 MCQ、Cal-QL

mismatch between actor and critic when offline to online



Discussion 

mismatch between actor and critic

SQL

EQL

energy policy in online RL

Offline policy

Offline critic cannot be used for online updates directly!



Discussion 

𝜋௢௙௙௟௜௡௘ is needed, so we should remodel a critic which matches with 𝜋௢௙௙௟௜௡௘ in online RL    

policy evaluation of online RL

access to offline dataset

off policy evaluation(OPE) of online RL

Extrapolation Error

Absent Data

Model Bias

Training Mismatch

add a few online trajectories

without estimate 𝜇



Discussion 

safe offline-to-online

1. obtain 𝜋௢௙௙௟௜௡௘ via offline RL method

2. remodel 𝑄 and 𝑉 by offline dataset or adding some online trajectories

3. online safe exploration
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