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Fig. 4 The generic response-based knowledge distillation.
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Fig. 6 The generic feature-based knowledge distillation.
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Fig. 7 The generic instance relation-based knowledge
distillation.
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Fig. 8 Different distillations. The red color for “pre-trained”
means networks are learned before distillation and the yellow
color for “to be trained” means networks are learned during
distillation
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Knowledge Distillation

cross entropy loss: L(B,0) = Z y! - logf (x;; 0)
|B| (x;.y;)€B

Mini-batches

Random i |

Tyt sampling %—‘

L'B,6°) = -4 > {47 -logf(x;;6°) Sk
total loss: (X yi)cB
+(‘1 _ ;L)I(L I;f X“ | If‘ X” 95 i| } Fig. 2. General framework of knowledge distillation.

[2]Wang, Chaofei, et al. "TC3KD: Knowledge distillation via teacher-student cooperative curriculum customization." Neurocomputing 508
(2022): 284-292.
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Fig. 3. Common paradigm of curriculum learning.
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Curriculum Learning

Algorithm:1 General curriculum learning method

1. Difficulty Measurer: V. V)
y g(X1 7 yl) > g(xf ? y] ) Input: M: initialized model; D: training dataset; g: difficulty

measurer; h: training scheduler; m the number of subsets;
Output: M*: optimal model;
1: D' = g(Dj);
2: {$1,52,53---,5q} = h(D");
3:fori=1,2,...,mdo
4: whilethe model M does not convergedo
5 train M with §;;
6: end while
7: end for

° f s s .
2, Training Scheduler h:D — {5,553 ,5m}

(Baby Step&ix) S1CSCS3C - CSp=D

[2]Wang, Chaofei, et al. "TC3KD: Knowledge distillation via teacher-student cooperative curriculum customization." Neurocomputing 508
(2022): 284-292.
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TC3KD: Knowledge distillation via teacher-student cooperative
curriculum customization
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Difficulty Measurer
—» Teacher —s| Teacher —» Teacher
l-u : 1-a
L, Student L Student “+ Student
g((xi,y;)) = a(—y; - logf (x;; 0")) + (1 — o) (—y; - logf (x;; &

k—1
a:‘l—T,k:{],.‘m},

[2]Wang, Chaofei, et al. "TC3KD: Knowledge distillation via teacher-student cooperative curriculum customization." Neurocomputing 508
(2022): 284-292.
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Training Scheduler
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h:D' — {51-.52|53"'-.sm}. 5,cS5csc--- QS,,I:D',

instead of sorting of all samples. Specifically, 1) in the first stage,
we rank the whole original training set D from easy to hard with
the difficulty measurer, and fetch thic denntes the number of
classes) simplest samples from each to fo 14 Then, we do
distillation on S; to get a snapshot student, and upclate the diffi-
culty measurer. 2) In the second stage, we re ; from the
training set, and rank the residual training set{D — S| from easy
to hard with the updated difficulty measure. Then, we fetch the

dent, and update the difficulty measurer. 3) We repeat this process
untilEm is equal to D.lFinall},r, we conduct distillation on S, to get
the optimal student. The integrated algorithm of TC?KD is shown
in Algorithm 2.
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Algorithm2: Algorithm of knowledge distillation via teacher-
student cooperative curriculum customization

lnput f(6"): teacher network, f(¢): student network,
= {(X1,¥1),---, (XN, YN)}: tralnmg set, m: the number of

trammg stages, So = ¢: initial training subset;

Output: f*(¢*): optimal student network;

! forall k= 1.3, mdo 8((xi, 1)) = o(—y! - logf (xi; 0)) + (1 — &) (=] - logf (x;; 0*),

2: Dk =D — Sk_1 ,

3: calculate x =1 - &1L,

4: calculate the difficulty of samples from D, by Equ. 3, and
get D), = ascending sort (Dy);

select top I samples of each class in Dj, to get Stop; L ( B Qs g { ﬂyIT logf (XI, QS)

St =881 Ustop: (X Vi )EB

whilef (¢°) does not convergedo o
. s - 4 T T

en’];:‘iﬁl{lf ) on S, with Equ. 2; —|—(1 — ﬂ,)KL[f (XI'; Qt)Hf (Xi; HS)] }7

0: end for

— O C0 1 O Wn
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Experiments

1., Comparison with the mainstream methods

Table 1
Comparison results between the mainstream methods and TC’KD on three datasets. Different network structures and teacher-student pairs are adopted. Top 1 accuracy (%) is
averagely evaluated in three independent experiments. For the baseline methods, we reproduce the results following their published code. The best results are bold.

Dataset Network structure Teacher Student KD [18] AT [52] FitNets [39] CCKD [37] SLKD [56] Ours
CIFAR-100 WRN-40-2 /WRN-40-1 76.53 71.95 72.68 72.94 72.94 72.22 72.89 73.55
ResNet-110/ResNet-20 7341 68.91 70.67 70.91 70.67 70.88 71.10 71.95
WRN-40-2 /MobileNetV2 76.53 64.49 68.03 68.37 68.19 68.22 68.53 69.11
ResNet-110/MobileNetV2 73.41 64.49 68.63 68.84 68.62 68.61 69.27 70.08
CINIC-10 ResNet-110/ResNet-20 86.45 82.43 82.58 82.84 82.90 82.98 83.16 83.69
ImageNet ResNet-34/ResNet-18 73.31 69.75 70.66 70.70 69.89 69.96 70.54 7113
ResNet-50/MobileNetV2 75.54 64.23 66.72 66.85 66.21 66.71 66.31 67.24

2. Combination with the mainstream methods

Table 2

Results of combination Teacher-student Cooperative Curriculum Customization (TC?) with the mainstream methods on CIFAR-100. Different network structures and teacher-
student pairs are adopted. Top 1 accuracy (%) is averagely evaluated in three independent experiments. The superscript numbers represent the variations of results after adding
TC?, 1 for increase, | for decrease. The improved results with TC? are bold.

Network structure Teacher Student AT [52] AT + TC? FitNets [39] FitNets + TC? CCKD [37] CCKD + TC®
WRN-40-2 /WRN-40-1 76.53 71.95 72.94 73.6910-75 7294 73.2910-35 7222 71.761046
ResNet-110/ResNet-20 73.41 68.91 7091 71.6910-78 70.67 7150083 70.88 70.651023

WRN-40-2/MobileNetV2 76.53 64.49 68.37 70.0311:66 68.19 69 521133 68.22 68.2510.03
ResNet-110/MobileNetV2 73.41 64.49 68.84 692871044 68.62 69.58'0-96 68.61 68.06!055

Average 74.97 67.46 70.26 71171091 70.10 70.9710-87 69.98 69.68!0-30
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Ablation study

1, Different difficulty measurers.

Table 3

Comparison results of different difficulty measurers on CIFAR-100. “DM" denotes
difficulty measurer. “Fixed teacher” represents the pre-trained teacher. “Fixed
student” represents the trained student by standard KD [18]. Top 1 accuracy (%) is
averagely evaluated in three independent experiments. The best results are bold.

Structure Teacher WRN-40-2 ResNet-110
Student WRN-40-1 ResNet-20
Accuracy Teacher 76.53 73.41
Student 71.95 68.91
KD [18] 72.68 70.67
DM Fixed teacher 72.33 69.76
Fixed student 72.77 70.91
SLKD [56] 72.89 71.10
TE 73.55 71.95

2, Different weight settings.

equ.5 q:bf
m

o=0.5

K =41, 50, My,

k-1
equd 2=1l-—g—k={1---,m}
Comparison results of different weight settings on CIFAR-100. “WS" denotes weight
setting. “Decreasing o" follows Equ. 4. “Fixed o = 0.5 represents equal distribution.
“Increasing o” follows Equ. 5. Top 1 accuracy (%) is averagely evaluated in three
independent experiments. The best results are bold.

Structure Teacher WRN-40-2 ResNet-110
Student WRN-40-1 ResNet-20
Accuracy Teacher 76.53 73.41
Student 71.95 68.91
KD [18] 72.68 70.67
WS Increasing o 69.79 67.52
Fixed o« = 0.5 72.82 69.94

Decreasing o 73.55 71.95
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3. Different training schedulers.

Table 5

Comparison results between different training schedulers on CIFAR-100. "TS-1" represents “fetch and remove in balance”. “TS-2" represents *'fetch and remove without balance”.
“TS-3" represents “‘fetch but do not remove in balance”, “TS5-4" represents “fetch but do not remove without balance”. Top 1 accuracy (%) is averagely evaluated in three
independent experiments. Computational cost (minutes) is estimated on TITAN Xp. The best results are bold.

MNetwork structure Accuracy of baseline KD accuracy Computational cost
T 5 KD [18] T5-1 TS-2 T5-3 T5-4 T5-1 T5-2 TS5-3 T5-4
WRN-40-2/WRN-40-1 76.53 71.85 72.68 73.55 72.52 73.43 72.61 72 7.2 13.8 13.8
ResNet-110/ResNet-20 73.41 68.91 70.67 71.95 70.21 71.58 70.36 85 8.5 163 16.3

4, Different stage partitions. . —
Algorithm 2: Algorithm of knowledge distillation via teacher-

74 ' ' - T ' student cooperative curriculum customization
73 | - ol | = m=12..10 | Input: f(8'): teacher network, f(#°): student network,
B e D={(x1,¥1)s---,(Xn,¥y)}: training set, m: the number of
72 | i 1 training stages, Sy = ¢: initial training subset;
OQutput: f*(¢°): optimal student network;
§71 - & . l:forall k=1,2.... mdo
":- e ‘Dk =0 Sk-—1 "
a3 70 t 1 3:  calculate o =1 — k=1,
< & 4: calculate the difficulty of samples from D, by Equ. 3, and
69 | 1 get D, = ascending sort (Dy);
e | | 5: select top L samples of each class in Dj to get Spp;
6:  Sp=51USwp:
67 . . s ‘ B 7: whilef(#) does not convergedo
1 1.2 1.4 1.6 1.8 2 8 Train f(#) on Sy with Equ. 2;
Training cost 9: end while
10: end for

Fig. 5. Ablation study of the number of stages m. WRN-40-2/ WRN-40-1 is adopted
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Conclusion and limitation
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i - > 1: while the student nuwork has not converged do
i A 7
2: L!u.-s.‘.‘ Hx'['[ Z Z (‘E

sk Zfr..u_!) Yhow )
NANJING UNIVERSITY OF AERONAUTICS AND ASTRONAUTICS ;_1 u.-_l
= ; Z
) ST $ 3 KL (g (_T_) o (_T_))
h=1w=1

4. ifiter < iteryarm—up then

L'B,6°) = - > {w] -logf(x; )

5: Dy = f(z|8,)log (—f.i}:-llflr;:))
(X; Yi)€B 6: TERD, = exp {—Dy} TSRD=a*TSRD
A T . t T . NS 7: LDL‘ETU” = TERDe 4 qu:f.‘r. + Lku’
+(1 = DKL (x; )" (x:; 6°) ] }, ¢ @
9: TffSRDQZ(f(IIH.s) <t)®(flz]|6:) <)
10: LUL‘E"{'U“ = TSRDF_- ' qu,-;k =+ Ll:d
11:  endif

122 Loperan-backward()
13: end while
14: return f.

a 0.8 0.9 1.0 1.1 1.2

mloU 77.18 76.45 76.69 77.16
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