
Contrastive Learning for Low-Level Tasks in Computer Vision



Constrative learning is widely used in the high level field, such as 
Moco, simCLR, etc., for classification tasks, but its application in 
the low level field is still limited.

In low-level task, we mainly consider the following three aspects: 
1.constructing suitable positive and negative samples to construct positive and negative pairs. 
2.constructing appropriate models to extract features from the latent feature space. 
3.designing a reasonable contrastive loss to pull the anchors into the positive samples and away from 
the negative samples in thepotential space.

Contrastive learning is one of the most powerful approaches 
for representation learning.The goal of contrastive learning is 
to bring anchors closer to positive samples while pushing 
away negative samples in the latent embedding space
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Method

Potential features of layers 1, 5, 9, and 
13 of the VGG-19 network selected.

Image after dehazing through the 
dehazing network.

Clear images in the RESIDE dataset.

foggy images in the RESIDE dataset.
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image-to-image translation

We wish for the output to take on the appearance of the target domain (a zebra), while retaining the structure, 
or content, of the specific input horse. 

Target：While preserving the structure of the input image, incorporate the appearance of the target image.

Classic example: converting a horse to a zebra



Cycling in two directions is usually included in Cycle GAN, but in the method of this paper, 
only one direction of transformation is used, avoiding the use of the opposite direction of 
transformation for assisting cycle consistency.





anchor positive negative
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FastCUT:





Thanks!


