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Model Stealing

Motivation:

1. Downstream adversarial attacks
2. Monetary gains



Downstream adversarial attacks



Attacks

Membership Inference Attack: 
Refers to the black box access permission of a given data record and a model to determine 
whether the record is in the training data set of the model.

Model Inversion Attack:



Data-free Model Stealing

knowledge distillation vs black-box model stealing vs Data-free model stealing

• Same: obtaining a student model which imitates the target model

• Differences: 
1. Knowledge distillation environments typically retain full knowledge of the target 

model training data and weights;

2. Black-box model stealing eliminates the need to have access to the target model 
weights and training data (black-box model stealing typically uses real-world 
data samples to train the student network);

3. Data-free model stealing leveraging a generator to produce data samples.



Previous Data-free Model Stealing

In both approaches, a student is optimized to minimize the distance between the 
student and target model outputs.

• DFMS-HL Towards Data-Free Model Stealing in a Hard Label 
Setting (CVPR 2022)

The generator-discriminator is optimized to generate samples 
similar to a synthesized dataset which have balanced student 
classifications.

• DFME Data-free model extraction (CVPR 2021)

The generator is optimized to maximize the distance between 
student and target model outputs.



DUAL STUDENTS METHOD

 For target , generator , student , and noise , the objective for solving 
data-free model stealing is to optimize:

 For student ：

 For generator ：

• Due to the limited black-box access to the target model, we can’t update directly.
• Generator loss doesn’t directly promote a diversity of classes within the generated images. 



APPROXIMATING GRADIENT WITH DUAL STUDENTS

Towards making objective differentiable

we propose adding an additional student ଶ to solve the following 
optimization problem:

 For generator ：

This optimization for Generator removes the Target model 
and makes the problem directly differentiable.



APPROXIMATING GRADIENT WITH DUAL STUDENTS

The Left of the inequality corresponds to the generator’s loss in Dual Student with 
, and the Right is the minimization desired with an additional student. In 

other words, when the LHS is maximized during generator optimization, the lower 
bound is increasing:

Why? 



DUAL STUDENTS METHOD
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