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Background

The task of OOD Detection

 Using the model's confidence 
score for OOD detection, which 
can be abnormally high on OOD 
samples.

 Distance-based methods leverage 
feature embeddings extracted from a 
model, and operate under the assumption 
that the test OOD samples are relatively 
far away from the clusters of ID data.



Background

Hyperspherical embeddings

Naturally modeled by the von Mises-Fisher 

(vMF) distribution：



Motivation

Previous work

Arguably, the efficacy of distance-based approaches can depend largely on the quality of feature embeddings.

 Recent works including SSD+ and KNN+ directly employ off-the-shelf contrastive losses for OOD detection.

 They use the SupCon for learning the embeddings, which are then used for OOD detection with either 
parametric Mahalanobis distance or non-parametric KNN distance.

(Example) When trained on CIFAR-10 using SupCon loss, the average angular distance between ID and OOD 
data is only 29.86 degrees in the embedding space, which is too small for effective ID-OOD separation.

 Two properties

 Each sample has a higher probability assigned to the correct class in comparison to incorrect classes

 Different classes are far apart from each other.

Introduces two loss     Dispersion Loss & Compactness Loss 



Method

Framework Overview

Compactness and Dispersion Regularized (CIDER)

A deep neural network encoder                           that maps the augmented input to a high dimensional feature 

A projection head:                        maps high-dim feature to a lower-dim feature



Method

Desirable Hyperspherical Embeddings in the Open World

ID and OOD Samples on the hypersphere



Method

Preliminaries

Multi-class classification



Method

Modeling Hyperspherical Embeddings

Intra-class compactness





 von-Mises-Fisher (vMF) distribution





Maximum
likehood



Method

Modeling Hyperspherical Embeddings

Inter-class dispersion

 Optimize large angular distances among different class prototypes

 Compactness and Dispersion Regularized Learning (CIDER)

Update of class prototypes

 Updated via exponential-moving-average (EMA):





Method

Pseudo-code for CIDER



Experiment Setup

In-distribution datasets

3) SVHN[Netzer 2011]、Places365[Zhou  
2017)]、Textures[Cimpoi  2014], LSUN 
[Yu  2015], and iSUN [Xu  2015].

1) CIFAR-10 [Krizhevsky  2012] 
A dataset with 60,000  images 
composed of five  tasks from 
ten animal and  vehicle classes.

2) CIFAR-100 [Krizhevsky  2012] 
A dataset with 60,000  images 
composed of 20 tasks from 100 
generic object classes.

Test Time OOD Score
1) Maha score [1] (based on the Mahalanobis distance)

2) KNN score [2] (based on the Euclidean distance 
to the K-th nearest neighbor)

[1] Lee et al., A Simple Unified Framework for Detecting OOD Saamples and Adversarial Attacks, NeurIPS 2018
[2] Sun et al., Out-of-Distribution Detection with Deep Nearest Neighbbors, ICML 2022

OOD test datasets

Evaluation metrics.
1) FPR95(the false positive rate of OOD samples when 

the true positive rate of ID samples is at 95%)

2) AUROC (the area under the receiver operating 
characteristic curve)

3) ID ACC (ID classification accuracy)



Experiment

CIDER on Small-scale Datasets

 CIFAR-100 (ID): methods with contrastive losses are trained for 500 epoch

 Backbone: ResNet-34



Experiment

CIDER on Large-scale Datasets

 ImageNet-100 (ID): finetune for 10 epoch



Experiment

CIDER learns distinguishable representations.
Visualization of learned features by UMAP On CIFAR-10 (ID)



Experiment

CIDER improves inter-class dispersion and intra-class compactness.



Experiment

Ablation study

 CIFAR-100 (ID): methods with contrastive losses are trained for 500 epoch

 Backbone: ResNet-34



Thanks
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