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Background

Contrastive Learning

• Alignment: Similar samples have similar features.

• Uniformity: Preserve maximal information.
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The generalization of contrastive SSL is related to three key factors
• Alignment of positive samples
• Divergence of class centers
• Concentration of augmented data

The first two factors are properties of learned representations.
The third one is determined by pre-defined data augmentation.



Experiments

(a) random cropping
(b) random Gaussian blur
(c) color dropping 
(d) color distortion
(e) random horizontal flipping
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Formulation

Augmentation Set 𝒜
Transformation-induced domain 𝐷𝐴
Training domain set 𝐷𝐴 𝐴∈𝒜

The goal of contrastive learning is equivalent to align different 𝐷𝐴

We naturally expect that the features it learn are domain invariant
The learned representation is not domain-invariant
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Methods

Define the augmentation-robust loss as

The original align loss:

An approximation:
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Background

Is the classical contrastive learning framework 
capable of achieving optimal in generalization?

Consider the extreme situation:
𝑧𝑖 = 𝑧𝑗 , ∀𝑥 ∈ 𝐷𝑥

If 𝑇 contains Rotation, then the 
features contains non information to 
justify the rotation angel in some 
rotation-sensitive tasks.
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Theories

Augmented Distance

Larger 𝜎 and smaller 𝛿 indicate the sharper concentration of augmented data.

𝐹𝑜𝑟 𝑎𝑛𝑦 𝐴′ ⊇ 𝐴, 𝑑𝐴′ 𝑥1, 𝑥2 ≤ 𝑑𝐴 𝑥1, 𝑥2
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