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Background

• Learning-centric
• prediction & compare

• Data-Centric
• neighbor information

• Label noise in real-world datasets encodes wrong correlation patterns and 
impairs the generalization of deep neural networks (DNNs). 
• It is critical to find efficient ways to detect corrupted patterns.



Motivation

• Limitations of the learning-centric methods
• task-specific and fine-tuning hyperparameters for different datasets/noise
• as long as the model is trained with noisy supervisions, the memorization of 

corrupted instances exists. 
The model will “subjectively” and wrongly treat the memorized/overfitted 
corrupted instances as clean.

• Previous learning-centric methods
• train DNNs with noisy supervisions
• design robust loss functions

• Solution
• drop the dependency on the noisy supervision
• design a training-free method to find label errors.



Method

• The (k, 0) label clusterability is also known as k-NN label clusterability

• a probabilistic Y given X
• the quality of features and the value of k



Method

• share the same noise transition matrix

• using appropriate features may be 
better than model logits/predictions 
when the dataset is noisy.



Method

• The F1 score on corrupted 
instances is sensitive to the 
case when the noise rate is 
mild to low, which is typically 
the case in practice.



Method

• Voting-Based Local Detection

• Ranking-Based Global Detection
• scoring function
• threshold



Method

• Borrow the results from the HOC , where the 
noise transition probability and the marginal 
distribution of clean label can be estimated with 
only features and the corresponding noisy labels.

• Bayes’ rule:



Method



Experiments

• Fitting Noisy Distributions May Not Be Necessary

• Features May Be Better Than Model Predictions



Experiments
• The Effect of the Quality of Features
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