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Introduce

Generalized Long-Tailed classification(GLT): class-wise  imbalance +  attribute-wise imbalance



Introduce

existing LT methods  fail to tackle the 
attribute-wise imbalance:

l They rely on class-wise adjustment, while the 
attribute-wise traits are hidden in GLT;

l They are based on lifting the tail class boundary 
to welcome more samples to increase the tail 
accuracy, leaving the confused region of similar 
attributes unchanged in the feature space.
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Problem Formulation

Previous Assumption:

New Assumption:

Problem Formulation:



Introduce

Attribute Bias

l inconsistent performances within each class

l spurious correlations

Attribute Bias

Class Bias
Generalized Long-Tailed 
classification(GLT)



Method

l environment construction

we use the current classification confidence of 
each training sample as an imbalance indicator 
of attributes inside the class

l optimization problem

IRM(Invariant Risk Minimization)



Experiments

l Class-wise Long Tail (CLT) Protocol

l Attribute-wise Long Tail (ALT) Protocol

l Generalized Long Tail (GLT) Protocol

Train-GLT: class-wise LT and attribute-wise LT

Test-CBL: class-wise balanced and attribute-wise LT

Train-CBL: class-wise balanced and attribute-wise LT

Test-GBL: class-wise balanced and attribute-wise balanced 

Train-GLT: class-wise LT and attribute-wise LT

Test-GBL: class-wise balanced and attribute-wise balanced
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