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1 Introduction

While deep models perform well in terms of overall 

accuracy, they often struggle in performance on rare yet 

critical data slices. For e.g., detecting objects in rare data 

slices like "motorcycles at night" or "bicycles at night" for 

self-driving applications.

Current AL based acquisition functions are not well-

equipped to mine rare slices of data from large real-world 

datasets, since they are based on uncertainty scores or 

global descriptors of the image.
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1 Introduction- Contributions

(a) provides a mechanism to encode the similarity 

between an unlabeled image and a small query 

set of targeted examples (e.g., images with 

"motorcycles at night" RoIs)

(b) mines these examples in a scalable manner from  

a large unlabeled set using the recently proposed 

submodular mutual information functions

key difference : Talisman does the selection by 

targeting rare slices using only a few exemplars
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1 Introduction
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2 Methodology-Submodular Functions

unlabeled set : 

set function : 

submodular function :

optimization problem : 

a constant factor approximation : 
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2 Methodology-Submodular Mutual Information (SMI)

Facility Location(FL) : models representation 
(i.e., it picks the most representative points or 
“centroids”)

FLMI : the FL based SMI function , models 
representation as well as query relevance

Graph Cut(GC) : models diversity and 
representation, and has modeling properties 
similar to Fl

GCMI : the SMI variant of Gc, maximizes the 
pairwise similarity between the query set and 
the unlabeled set

Specific SMI Functions Used In TALISMAN
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2 Methodology-TALISMAN Framework
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2 Methodology-Targeted Similarity Computation
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3 Experiment- Setup

Metrics： ①the mean average precision (mAP)   ②average precision (AP) of the rare slice  

③the number of data points selected that belong to the rare slice

Datasets:     ① PASCAL VOC07+12                  ② BDD100K

Baselines in all scenarios:   Entropy, Targeted Entropy (T-Entropy), Least Confidence(Least-Conf), Margin, 

Fass, Coreset, Badge and Random sampling

For all experiments on both datasets, train a Faster RCNN model based on a ResNet50 backbone 
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3 Experiment- Rare Classes

Dataset : VOC07+12 dataset

initial labeled set L :  create a class imbalance at an object level to simulate the rare classes

imbalance ratio ：

unlabeled set U : remaining data

query set Q : containing 5 randomly chosen data points representing the rare classes (RoIs) 

choose two classes to be rare : 'boat' and 'bottle'

the number of objects from a frequent class j

the number of objects from a rare (infrequent) class i
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3 Experiment- Rare Classes

Gcmi and Flqmi are able to select more data points that contain regions with objects 
belonging to the rare classes
and give a fair treatment to multiple rare classes at the same time by selecting significant 
number of objects belonging to both the rare classes
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3 Experiment- Rare Slices

dataset: BDD100K 

: the number of objects in L that belong to class c and attribute A

initial labeled set L :  have a rare slice made of a class and an attribute. For instance, motorcyles (class) atnight

(attribute), class-balanced, attribute-imbalanced 

imbalance ratio of class:

unlabeled set U : remaining data

query set Q : containing 5 randomly chosen data points representing the rare classes (RoIs). 

choose two classes to be rare : 'boat' and 'bottle'
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3 Experiment- Rare Slices
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3 Experiment- Rare Slices
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