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Anomaly Detection 
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Anomaly Detection is a binary classification identifying unusual or unexpected patterns in a dataset, which deviate 
significantly from the majority of the data. The goal of anomaly detection is to identify such anomalies, which could 
represent errors, fraud, or other types of unusual events, and flag them for further investigation.

1. hard to gain a large amount of defective images.

2. various defect types.
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Unsupervised Algorithms

 Reconstruction-based Algorithms: AE, VAE, GAN, etc. 

 Normalizing Flow-based Algorithms: CFlow, FastFlow, etc.

 Representation-based Algorithms: SPADE, PatchCore, etc.

 Data augmentation-based Algorithms: DRAEM, CutPaste, etc.
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Motivation:

 Large Vision-Language Models (LVLMs) have strong abilities of understanding images, but they lack specific domain 
knowledge and have a weaker understanding of localized details within objects.

 Most existing IAD methods only provide anomaly scores and necessitate the manual setting of thresholds to 
distinguish between normal and abnormal samples.
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Contributions:

 Sucessfully apply LVLM to the domain of industrial anomaly 
detection without manually threshold adjustments.

 Use a visual-textual feature-matching-based decoder to 
address the limitation of the LLM’s weaker discernment of 
fine-grained semantic and alleviate the constrains of LLM’s 
restricted ability to solely generate text outputs.

 Employ prompt embeddings for fine-tuning.

 Be capable of engaging in in-context few-shot learning on 
new datasets.
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Anomaly Simulation
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The Poisson editing method [20] has been developed to seamlessly clone an object from one 
image into another image by solving the Poisson partial differential equations.

[20] Patrick Perez, Michel Gangnet, and Andrew Blake. Poisson image editing. In ACM SIGGRAPH 
2003 Papers, pages 313– 318. 2003.
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The localization result M can be obtained from the Eq. (1).
Focal Loss:

Dice Loss:
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Prompt learner
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Eimg∈RCemb

M∈RH*W

Learnable base prompt embeddings

The network converts M into

ce
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Qualitative Examples
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Thanks


